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Abstract

We present a search for single top quarks produced in the s-channel electroweak produc-
tion mode. The search is performed in the electron+jets decay channels, with one or more
secondary-vertex tagged jets to indicate the presence of a b-jet and hence improving the
signal:background ratio. Separation between signal and background is further enhanced by
the use of Feed Forward Neural Networks. 360 pb~! of Run II data used for this analysis
was delivered by the Tevatron, and collected by D@ between August, 2002 and August,
2004. The resulting 95% confidence level upper limit is 4 pb.
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Chapter 1

Theoretical Background I:
Standard Model

....how progress leads to confusion leads to progress
and on and on without respite.
Abraham Pais

Although the history of physics is full of interesting happenings, the period
from the middle of the 20th century onwards is particularly exciting, both in
theory and in experiment. Both, theory and experiment, like two very active
children trying to get on a wall, sometimes the first pulled the second up and
at other times the second pulled the first up, contributed significantly to our
understanding of the universe around us.

There was also a lot of progress in the development of detectors, linear
accelerators, and colliders. With that development came the “gold rush ”
of new particles and acompanying advances in the particle physics theory.
By 1980 not only were the concepts of quantum chromodynamics and the
electroweak forces theoretically solid but a good number of their predictions
had been tested. In this chapter I will try to capture major developments of

that period which show a beautiful and fascinating interplay of theory and



experiment.

Elementary particle physics is the study of the ultimate constituents of
matter and their interactions. Every observed phenomenon in nature is a
manifestation of apparently different interactions or fields between particles
and each field has its distinct characteristics. Our current understanding of
these interactions is embodied in what is called the “Standard Model (SM)”
[1, 2, 3, 4]. At the time of this writing !, there are believed to be four forces
or four types of interactions: electromagnetic, strong, weak, and gravitational.
The Standard Model combines the first three of these.

Elementary particles are the point-like constituents of matter with no known
substructure up to the present limits of 107 — 10='*m. There are two types
of elementary particles known as matter particles and the intermediate in-

% and are clas-

teraction particles. The first ones are fermions of spin s =
sified into leptons and quarks. Second ones are, the photon, y, which is
the exchanged particle in the electromagnetic interactions; the eight gluons
9o ;o = 1,..8, which mediate the strong interactions among quarks, and the
three weak bosons, W*, Z, which are the corresponding intermediate bosons
of the weak interactions. These are all bosons with spin s = 1. The known
leptons are: the electron, e™, the muon, u~, and the 7= with electric charge

@@ = —1 (all charges are given in units of the elementary charge e); and the

corresponding neutrinos v, v, and v, with ¢ = 0. The known quarks are of

2

six different flavors: u, d, s, ¢, b and ¢ and have fractional charge @) = g,—%,

1 2
37 3

—3 and 2 respectively.

The quarks have an additional quantum number, the color, which for them
can be of three types, generically denoted as ¢;, + = 1,2,3. Since quarks
are only “seen” as part of other experimentally observed matter particles, the

hadrons, know that color is not seen in nature and therefore the elementary

1T always wanted to write a sentence like that



quarks must be confined into the. These colorless composite particles are

classified into baryons and mesons. The baryons are fermions made of three

quarks, qqq, as for instance the proton, p (uud), and the neutron, n (ddu).

The mesons are bosons made of one quark and one antiquark as for instance

the pions, 71 (ud), and 7~ (du).

A brief summary of quarks and leptons is give in Table (1.1), and gauge

bosons in Table (1.2).

QUARKS: S = 1/2

LEPTONS: § = 1/2

Q=2/3 m Q=-1/3 m QR=-1 m Q=0 m

w; (2-8)1073 | d; (5-15)1072 | e 5.11x107% | v, <15x10°8
ci 1.0-1.6 8 0.1-0.3 u 0.10566 vy <1.7x107*
t; 173.845.0 | b; 4.1-4.5 T 1.7770 vy <1.8x10°2

Table 1.1: Elementary particles of the SM: S(h) is spin, Q(e) is electric charge, and

m(GeV/c?) is mass. Numerical subscripts indicate the distinct color states of quarks.

GAUGE BOSONS: S =1

quanta m

g1---g9s < afew x1073

v <6 x 1072

W*,2°  80.39+0.06,91.187+0.002

Table 1.2: Gauge bosons of the SM: S(h) is spin, m(GeV/c?) is

mass. Numerical subscripts indicate the distinct color states of

gluons.

The mathematical framework used to formulate different interactions be-

tween these particles is called quantum field theory (QFT). Quantum field

theory is a combination of quantum mechanics and special relativity. Here




interaction at a distance is described in terms of the exchange of particles

(quanta of fields) associated with the particular type of interaction.

Many attempts have been made to try to understand the relation between
different fundamental fields. It is widely believed that four known fundamental
interactions are different aspects of a single interaction which manifests itself
at some extremely high energy. This symmetry is assumed to be broken at
much lower energies, resulting in experimentally observed differences between

different interactions.

You might have noticed from the previous paragraphs that the existence
of symmetries plays a crucial role in particle physics. In fact, symmetries and
particle physics have a very interesting relationship - symmetries give rise to
particles and conserved currents but, as we shall see, in order to give those
particle masses we have to break these symmetries. So, before going into more

details , let’s have a look at symmetries.

We say that there exists a symmetry S of the system when the Hamiltonian

of this system, H, is invariant, i.e., SHS' = H.

There are two main types of symmetries:

Discrete Symmetries, where parameters can take just discrete values. In
particle physics, among the most relevant ones are the transformations of:
Parity P, Charge Conjugation C' and Time Reversal 7. All interactions in
QFT must be invariant under the total transformation given by the three of
them C, P, and T, irrespective of their order (C'PT Theorem).

Continuous Symmetries, where parameters take continuous values. The



typical examples are space-time symmetries, and internal symmetries . Space-
time symmetries rotate or move a particle in real space and time. Internal
symmetries transform one particle to another with different internal quantum
numbers but having the same mass. In other words, particles obeying an
internal symmetry are degenerate. Common examples are , the proton |[p >,
the neutron |n >, and the pions, [+ >, |7~ > and |7° >, which make isospin
multiplets. But, since, neither the proton and neutron nor the three pions
have exactly the same mass, the isospin symmetry is not an exact symmetry
of the strong interactions.

There are two distinct classes of internal symmetries:

Global symmetries, where the continuous parameters of the transformation
do not depend on the space-time coordinates, and
Local (Gauge) symmetries, where the continuous parameters of the trans-

formation do depend on the space-time coordinates .

If the Hamiltonian (or the Lagrangian) of a physical system has a global
symmetry, there must be a current and the associated charge that are con-
served ( Noether’s Theorem for Global Symmetries). For example, the U(1)
symmetries are global rotations by a given phase. For instance: U — e,
rotates the field ¥ by a phase « and it is the same for all space-time points,
i.e. it is a global phase. If we extend this global phase transformation to a
local phase transformation and want to keep the theory invariant under these
transformations at the same time, we will have to introduce new vector boson
fields in order to keep the new Lagrangian U(1) invariant or gauge invariant.
These new fields are called the gauge fields, which interact with the ¥ field in
a gauge invariant manner. The number of gauge fields and the particular form

of these gauge invariant interactions depend on the symmetry group. The



number of associated gauge boson fields is equal to the number of generators
of the symmetry group.

The local version of the previous example, ¥ — e’®®) ¥ with the phase o
being a function of the space-time point = (= z,), has one associated gauge
boson field. This simplest case of U(1) has just one generator and correspond-
ingly one gauge field which is the exchanged boson particle and acts as the
mediator of the corresponding interaction. Other examples are: SU(2) with
three generators and the corresponding three gauge bosons and SU(3) with
eight generators and the corresponding eight gauge bosons. The generic case
of SU(N) has N? — 1 generators and correspondingly the same number of

gauge bosons.

The above gauge principle is a very important aspect of particle physics and
has played a crucial role in the building of the Standard Model. The quan-
tum field theories which are based on the existence of some gauge symmetry
are called “gauge theories”. The gauge theory based on the above mentioned
U(1) is quantum electrodynamics (QED), the gauge theory based on SU(3)
is quantum chromodynamics (QCD), the one based on the composed group
SU(2) x U(1) is the so-called electroweak theory. Finally, the Standard Model
is the gauge theory based on the total gauge symmetry of the fundamental

interactions in particle physics, SU(3) x SU(2) x U(1).
Let’s have a closer look at these gauge theories.

1.1 Quantum Electrodynamics (QED)

QED is the most successful gauge theory in particle physics and has been

tested up to an extremely high level of precision. The underlying global U(1)



invariance of the Lagrangian implies the conservation of the electromagnetic

current, and the electromagnetic charge, e

All electromagnetic phenomenon are basically ffv interactions , as shown
in Fig. 1.1, where f can be any charged fermion and v is the mediating particle

called the photon. The photon is a neutral vector boson with spin 1.

f

Figure 1.1: QED interaction vertex.

The coupling strength of QED is given by the fine structure constant o,
which has a value of approximately ﬁ The value of the coupling strength
being much less than 1 is a blessing because this is what enables us to use
perturbation theory. Here every next order term contributes less than the
previous term and so, most of the time, just calculating the leading order
process gives us a reasonably accurate result. It turns out that when different
processes, at higher orders in QED, are calculated the integrals appearing in
the amplitude of these processes become divergent. Especially the processes
with loops are logarithmically divergent at large momentum transfer ¢, in the

manner of:

o 1
/ Fqu = In(q)|* = oc.

It was known (since the 1930’s) that the higher order corrections to the

theory were infinite. However, in 1947, first results on the Lamb shift? were

2The Lamb shift, named after Willis Lamb, is a small difference in energy between two energy levels
2s and 2p of the hydrogen atom. Classically, these two energy levels should have the same energy.
1/2 1/2 ydrog Y: gy

This particular difference is a one-loop effect of quantum electrodynamics.



presented. These results suggested that the quantum corrections (which could
explain these results) were not infinite after all.

This led to a long battle against infinities which was finally won, and today
we can say that there exists a procedure that can take care of these infinities.
It is called “renormalization”. No theory is usable unless it is renormalizable.

There is a very complicated theorem which states that three and only three
renormalizations suffice to each order: charge, mass and wave function renor-
malization. The wave function renormalization does not manifest itself directly
in terms of physical parameters. Thus, the charge and mass are what we call
“phenomenological parameters”, physical quantities that are not predicted by
the theory.

One procedure for renormalization involves introducing a cutoff term, say,
C(M), where the cutoff mass M is then taken to infinity latter. The term
C(M) is defined such that the integral can be divided into a finite term which
is independent of M and a term involving M which goes to infinity as M — oo,

and this term can be absorbed into the mass and coupling constants.
m' = m + dm, g =g+dg

Where édm, g — oo as M — oo. Here, m and ¢ are the “bare” mass and
couplimg constant and m’ and ¢, interestingly enough, turn out to be the mass
and coupling constant that we measure physically. Thus, in QED, the vacuum
behaves like a dielectric and the “vacuum polarization” partially screens the
charge and reduces its field. If you get too close (less than the Compton length
A = h/me = 2.43 x 10710)  the effective charge increases. The actual charge
of the electron, which is what we measure experimentally, is the fully screened
effective charge.

There are other finite, M independent terms which also contribute to mass

m and coupling ¢g .These terms are functions of the initial momentum trans-



ferred and this is what makes masses and couplings “run” with energy. In the
case of QED this dependence is very small but, as we shall see later, in the

case of QCD this is what gives rise to something called “asymptotic freedom”.

Today, all results obtained in QED are based on the presumed validity of
a perturbative power series expansion in o, . The theoretical studies of order
o2 began in 1948 with evaluation of corrections to the electron’s magnetic
moment. By 1980s, calculations had been pushed to order of, yielding, for
example, agreement with the experimental value for the electron’s magnetic
moment to 10 significant digits. Today this precision has been pushed to 12
significant digits. This is the highest level of precision reached anywhere in
the field of particles and ranks among the highest achievements of twentieth-

century physics [6].

1.2 Quantum Chromodynamics (QCD)

In 1968, the first round of experiments at SLAC discovered that in high energy
e — p scattering more electrons are scattered at large angles than expected.
Like the outcome of Rutherford’s experiments, this could only be understood
if nucleons were made of almost free particles, which we now know as quarks.
QCD is the gauge theory for strong interactions between these quarks and has
provided plenty of successful predictions so far [7].

As electromagnetic charge is conserved in QED, the quantity that is con-
served in QCD is called “color”. The gauge symmetry group that is generated
by these color transformations is SU(3)¢. Here C refers to colors and 3 refers
to the three possible color states of the quarks. The counterparts of the pho-
ton in QED are the gluons which mediate the strong force between quarks and

there are 8 of them.



The building of the QCD SU(3)¢ invariant Lagrangian is done by following
the same steps as in the QED case. There is one difference though, the gluons
themselves carry charge (color) and so they can interact with other gluons.

Since, so far things are not much different from QED, you would think,
let’s just repeat the QED steps and we will have a theory for quarks cooked
up in no time. Well, not exactly - there is another important difference and
that is: the strength of the strong force is greater than 1, which means we can
not use perturbation theory. But if not perturbation theory then what? This
is the question that plagued QCD for a long time until it was found that the
coupling constant is not a constant at all but depends on the distance between
interacting particles. At very small distances (that is, at very high energies),
this “running” coupling constant becomes small and so perturbation theory

can be used in the high energy regime.

Experimentally, values of a; are found to be small [8], which is a very strong
proof of the running of «;, because such a relatively feeble strong force could
not provide hadrons with the observed tight binding.

The fact that at small distances (a distance less than the size of a proton or
pion) the coupling strength becomes very small, is called asymptotic freedom.
The consequence of this is that quarks bound inside a proton or a neutron can
be considered as “almost free”. In the case of QCD, as in the case of QED,
the effective charge is also reduced by the screening of charges from vacuum
polarization. But what makes QCD coupling behave differently is the fact that
here vacuum polarization also includes gluon-gluon vertices and these have an
opposite effect — thus a decrease in effective coupling as one moves closer to
the charge (in other words, as one goes to higher energies) [1].

Another thing peculiar about QCD — no observable particle carries color.

In other words quarks seem to be confined in colorless packets of two (mesons)

10



or three (baryons).

In an ideal case we would like to use our theory to find out about the
structure and properties of the particles and interactions involved. But in
the case of QCD this is not possible because of unresolved difficulties in non-
perturbative regimes of QCD (where a4 starts to become closer to 1). So we
divide our problem into two regions: small distances, and large distances. At
short distances, one can calculate a particular interaction between partons. To
approximate the total cross section for an interaction involving a proton, say,
then, one must sum over the possible parton interactions, weighing each by
its probability, F(x,@?), to find a parton with momentum fraction z in the
proton.

Predictions of quantum chromodynamics have been tested in many mea-
surements including lepton-hadron scattering and hadron-hadron scattering.
For example, measured quark and gluon densities in the proton, inclusive jet
production, dijet production, and production of photons and W and Z bosons
occurring in hadron collisions are very well described by this theory. The
production of heavy quark pairs, such as ¢, which is sensitive not only to per-
turbative processes but also to the effects due to multiple gluon radiation from
the scattering quarks, within the limited statistics of current data samples, is

also in good agreement with QCD predictions.

1.3 Weak Interactions

The existence of new interactions of weak strength were proposed to explain the
experimental data indicating long lifetimes in the decays of known particles,
for instance, n — pe™ 7, (1, = 920 sec) and u~ — e Vv, (1, = 2.2x107° sec).

These are much longer lifetimes than the typical decays mediated by strong

11



or electromagnetic interactions 3.

Between 1930 and 1970 a number of weak interaction theories were pre-
sented and confronted with the experimental data, and in the end, were either
refined or rejected in order to be compatible with the experimental observa-
tions. All this phenomenology of weak interactions, together with the gauge
theories led finally to the formulation of the electroweak theory, i.e. the gauge
theory of electroweak interactions.

The first theory of electroweak interactions was given by Fermi, who, in
1934, proposed the four-fermion interactions theory [10] in order to describe

the neutron S-decay n — pe™ 7,
Lr = —% [Bx)yn(@)] [f@)y ve(z)] + hoc.
where the fermion field operators are denoted by their particle names and,
Gp =1.167x 1075 GeV

is the so-called Fermi constant which provides the effective dimensionful cou-
pling of the weak interactions.

The above Fermi Lagrangian assumes a vector structure, as in the electro-
magnetic case, and postulates that the two currents are contracted at the same
space-time point x, as shown in Fig. 1.2.

In 1956, the observation of kaon decays in two different final states with
opposite parities?, led Lee and Yang to suggest the non-conservation of parity
in the weak interactions responsible for these decays® Could be seen by ana-
lyzing the decays of Co nuclei ®°Co —% Ni* e~ 7, which proceed via neutron

decay n — pe v,. [12].

3The typical decay times for processes mediated by strong interactions are about 10~23sec and by

electromagnetic interactions are 10~ 6sec
4Kkt 5 ata0 and KT - atata-
5Parity violation was discovered by Wu and collaborators in 1957 [11]
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Fermi theory gives reasonable results at low energies but it fails at high en-
ergies. Also, due to the above vector structure of the weak currents, the Fermi

Lagrangian does not explain the observed parity violation in weak interactions.

After the discovery of parity violation in weak interactions, Feynman and
Gell-Mann in 1958 proposed the V' — A theory which incorporated the success
of the Fermi theory and solved the question of parity non-conservation by
postulating a V — A ( Vector - Axial) form for the charged weak current
instead of V' (Vector) alone. The effective current-current interactions are,
like in the Fermi theory, contracted at the same space-time point.

The V — A theory also describes the weak interactions at low energies
reasonably well. But unfortunately, like Fermi theory, V — A theory is also
non-renormalizable. In addition, it could not explain the decays involving the
strange® Particles.

In 1961, Lee and Yang [13] proposed another theory of weak interactions
which assumed that these interactions were mediated by the exchange of mas-
sive vector bosons with spin, s = 1. First, the existence of intermediate charged
vector bosons W+ for the charged weak interactions was proposed and later
Glashow added the intermediate neutral vector boson Z for the neutral weak
interactions [14].

The prediction of neutral currents in 1961 was established experimentally
12 years later, in neutrino-hadron scattering by the Gargamelle collaboration
at CERN [15]. It was a great success of the intermediate vector boson theory
theory, which was later incorporated into the construction of the Standard
Model of electroweak interactions.

But this theory is not free of problems either. It does not include the vector

bosons self-interactions and, more importantly, it is non-renormalizable. Only

6These particles are produced via the strong force but decay via the weak force.
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at low energies, i.e. below the My, threshold, is the intermediate vector boson

theory a well behaved effective theory of the weak interactions.

Gr o

E<Mw E>Mw
Figure 1.2: At energies less than the W mass, the effective the-
ory of weak interactions is the Fermi theory in which two currents
are contracted at the same space-time point (left) and at ener-
gies above the W mass, the spontaneously-broken SU(2)r, x U(1)y
gauge theory is the effective theory.

1.4 Standard Model of Particle Physics

The Standard Model of electroweak interactions is a gauge theory based on
the gauge symmetry of the electroweak interactions SU(2) x U(1)y and the
intermediate vector bosons, v, W and Z are the four associated gauge bosons.

The proposal of the symmetry group for the electroweak theory was given
by Glashow in 1961 [14]. His motivation was to unify weak and electromagnetic
interactions into one symmetry group. The predictions included the existence
of four physical vector boson eigenstates, W*, Z, and 7. The electroweak
theory, commonly called the Glashow-Weinberg-Salam model, was formulated
by Weinberg in 1967 and by Salam in 1968, who incorporated Glashow’s idea
of unification [16].

The group symmetry of the electromagnetic interactions, U(1),,,’, appears

"the generator of U(l)em is given by Q = Y/2 + I3, where Y is the generator of U(1)y (called the
hypercharge), and I3 is one of the SU(2) generators (a component of weak isospin, which is different from

strong isospin discussed earlier).
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in the SM as a subgroup of SU(2), x U(1)y and it is in this sense that the
weak and electromagnetic interactions are said to be unified. The gauge boson
masses, My, and M, are generated by the spontaneous breaking of the above
electroweak symmetry.

This theory, combined with the theory of the strong force is what is known

as the Standard Model of particle physics.

Key Ingredients

The key ingredients used in the building of the Standard Model are:

The spontaneous symmetry breaking of local (gauge) symmetries, needed for
the breaking of the electroweak symmetry SU(2); x U(1)y. The procedure for
this spontaneous breakdown of gauge symmetries is referred to as the Higgs
Mechanism [17].

Goldstone Theorem This theorem states the existence of massless spinless
particles as an implication of spontaneous symmetry breaking of global sym-
metries.

Finally, renormalizability of gauge theories with and without spontaneous
symmetry breaking, the important proof of which was provided by ¢ Hooft in
1971 [18].

Other important ingredients of the SM are: fermion family replication,

quark mizing and CP violation.

Standard Model Lagrangian

The SM Lagrangian can be written as:

['SM = ‘CGauge + ['Matter + EHz'ggs + »CYulcawa
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The first part contains the kinetic energy of the gauge fields and their self
interactions. The next piece is the matter Lagrangian. This piece contains
the kinetic energy of the fermions and their interactions with the gauge fields.
Mass terms for the gauge bosons and the fermions are forbidden by the gauge
symmetries, the last two terms are needed to provide mass to the gauge bosons
and fermions. Yukawa interactions between the fermions and the Higgs bosons
are responsible for fermion masses. The Higgs Lagrangian term (L pg45), con-
tains the kinetic energy of the Higgs field, its gauge interactions, and the Higgs

potential.

Lhiggs = (D"¢)1(Dug) + 1*6'¢ — A(¢16)?

The coefficient of the quadratic term, 2, is the only dimensionful parameter
in the Standard Model. The sign of this term is chosen such that the Higgs field
has a nonzero vacuum-expectation value on the circle of minima in Higgs-field

space given by,

¢ = u/\/(2) = v/V2

The dimensionful parameter p is replaced by the dimensionful parameter
v. This nonzero vacuum-expectation value, acquired by the Higgs field, breaks

the electroweak symmetry and generates masses for the gauge bosons.

The tree level predictions for the first generation masses in the Standard

Model are:

/02 & o2
Mw = ﬂ;MZ=7g Ty
2 2
My = \/EM
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v is determined experimentally from p-decay &, and turns out to be,
v = (V2Gp)2 = 246 GeV

By definition, weak eigenstates are the members of the weak isospin doublets
that transform into each other through interaction with the W boson. What
we see in the detector, however, are not weak eigenstates but mass eigenstates,
which are states of definite mass created by the interaction with Higgs bosons.
For the three generations of quarks, the members of the SU(2) doublet are
the mixture of different massive fields.

All the mixing is expressed in terms of a (3 x 3) unitary matrix V' operating

on the quarks d, s and b:

d Vua  Vus Vb d
S =V Vs Vo s
b/ weak Vie Vis Vi b/ Mass
The matrix V' is known as the Cabibbo—Kobayashi—-Maskawa matrix (CKM).
The nine matrix elements V;; can be expressed in terms of three mixing angles

and one phase.
The Fermionic Sector

The fermionic sector of quarks and leptons is organized in three families

with identical properties except for mass. The particles in each family are:

. ) Ve | u
1%* family: , € , UR, dR

€
L L

8by identifying the predictions of the partial width I'(u — Vuee) in the SM to low energies (g% << Ma,)
and in the V-A theory one gets,
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4 ) vy B c

2" fa‘mlly: s MR> y CRy, SR
vy, 5/
v t

374 family: ", TR, , tr, br
T L L

Where “L” is for left handed and “R” is for right handed fields which are
defined by means of the chirality operator 75 as,

e =3(1—)e s eg=35(1+7)e

and they transform as doublets and singlets of SU(2),, respectively.
The Gauge Sector

The gauge sector of the SM is composed of eight gluons which are the gauge
bosons of SU(3)¢ and the v, W* and Z particles which are the four gauge
bosons of SU(2), x U(1)y.

The gluons are massless, electrically neutral and carry color quantum num-
bers. There are eight gluons since they come in eight different colors. The
consequence of the gluons being colorful is that they interact not only with
the quarks but also with themselves. The weak bosons, W* and Z are mas-
sive particles and are also self-interacting. The W* are charged with Q = %1
respectively and the Z is electrically neutral. The photon 7 is a massless,
chargeless and non-self-interacting particle.

The electromagnetic interaction has infinite range as it corresponds to an
interaction mediated by a massless gauge boson. The short range of the weak
interactions of about 10~ %cm corresponds to the exchange of a massive gauge
particle with a mass of the order of My ~ 100GeV. Finally, the strong
interaction’s range is not infinite, even though it involves the exchange of a

massless gluon, but is finite due to the property of confinement. The short
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range of the strong interactions of about 10~'3¢m corresponds to the typical

size of the lightest hadrons.

1.4.1 Experimental Verification of SM

The Standard Model is one of the most tested theories in the world. Especially,
in the last 20 years, the experimental study of this model has made enormous
progress. Large collider detectors collected data on ee, ep and pp collision
processes’ and using the data recorded at these experiments, electroweak pre-
dictions have been tested up to per-mille precision [19]. The material discussed
in this section is mainly based on the reference [20].

Masses and couplings in the Standard Model, as with any renormalizable
theory, are free parameters which are not determined by the theory. Hence ex-
perimental input of these parameters is needed in order to calculate the other
quantities. Some of the Standard Model parameters, for example, a., G, and
my, are very precisely known. From these input parameters one computes the
radiative corrections to a sufficient precision to match the accuracy of the ex-
perimental data. From these theoretical predictions one can derive constraints
on some other observables which are less accurately known (e.g. the masses
of light fermions my, top mass my, and a;s(myz) ) or largely unknown (e.g. the
Higgs mass).

By inserting the experimental values of a, G and 6, into the theoretical

expressions for masses one gets the tree level values for the gauge boson masses,
Myre =78 GeV 5 My* =89 GeV.

The discovery of the W=* and Z gauge bosons in 1983 at the CERN SpS
collider [21] led to the definitive confirmation of the validity of the SM. The

9SLD at SLAC, ALEPH, DELPHI, L3 and OPAL at LEP. D@ and CDF at the Tevatron.
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measured masses were surprisingly close to the SM tree level predictions,
MRS = (81 +2) GeV ; M,* = (93+ 3) GeV.

The present experimental values, given in Table 1.3, are even more precise.
The W= and Z gauge bosons can decay either into quarks or into leptons
within the Standard Model. The dominant decays are clearly into quarks due
to the extra color factor, No, which is not present in the case of leptonic
decays. The tree level predictions for the partial widths in the approximation

of neglecting the fermion masses are the following,

GrM2,

= 0.232 GeV
627 ¢

TW* = ety,) =

- GpM3
T(W* = uid;) = =Y Ne|Vy|? = 0.232 No|Vi;|* GeV
627

GrM:

NZ— ff) = Wmf(g%f + g%f) = 0.3318k¢(gv f + g5f) GeV

where, V;; are the CKM matrix elements and,

kp=1, f=lLv; kr=No, f=q; gvy =T —2Q7sinb? ; gay =TJ

Top Quark Physics

The top mass my, like other fermion masses, is not predicted in the Standard
Model. Instead, the Standard Model provides, via the Higgs mechanism, the

tree level relation,
v 1 2
my=MN—==NMN|—F7—
' V2 t (2\/§GF>
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Observable Measurement SM fit
myz [GeV] 91.1875 + 0.0021 91.1873
Tz [GeV] 2.4952 + 0.0023 2.4965
sin® 9Pt (Qbad) 0.2324 4 0.0012 0.23140
mw [GeV] 80.425 + 0.034 80.398
Tw [GeV] 2.133 + 0.069 2.094
my [GeV] (pP [22]) 178.0+4.3 178.1
Aa®) (m2) [23] 0.02761 4+ 0.00036 ||  0.02768

Table 1.3: A brief summary of electroweak precision measurements

at high Q2 [19].

which gives m; in terms of the top Yukawa coupling A\;. But, A;, like the
other fermion Yukawa couplings, is also an unknown parameter in the Stan-

dard Model.

The long expected discovery of the top quark, finally occurred in 1994 at the
pp Tevatron collider at Fermilab [24]. The present experimental value of the
top mass as provided by the two Tevatron experiments is given in ref. [22]. It
is remarkable that the top mass is so much larger than the rest of the fermion
masses. For this top mass value, the corresponding Yukawa coupling A\; comes
out to be ~ 1. There is no answer within the Standard Model to the question
of why the top quark is so heavy.

The dominent decay of the top quark is, by far, into a W gauge boson and a
bottom quark. The Standard Model tree level prediction for the partial width,

in the approximation of neglecting the b quark mass (my), is

G 3 M2 M2
(= W) = SE (1 _ 7@) (1 " 27@ 2 GV

t
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Figure 1.3: ¢t production at hadron colliders

There is no experimental measurement of the total or partial width yet.

Given the large top mass value, at present, it can only be produced at
the Tevatron collider. The future hadron collider LHC at CERN will provide
additional interesting information on top quark physics. The cross-section for
tt production at the Tevatron (y/s = 2TeV) and LHC (y/s = 14TeV) from
the various possible channels is shown in Fig. 1.3.

To summarize, the couplings of quarks and leptons to the weak gauge bosons
W+ and Z are indeed precisely those predicted by the gauge symmetry. The
accuracy of a few per-mille for these tests implies that, not only the tree level,
but also the structure of quantum corrections has been verified. The triple
gauge vertices YWTW~ and ZWTW™ have also been found, with a lesser
accuracy, to be in agreement with the specific predictions of the Standard

Model.
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1.5 Beyond The Standard Model

The Standard Model, as beautiful and as successful as it is, is not free of
problems. If we look at the experimental data, on the whole the Standard
Model performs rather well, and it is fair to say that there is no clear indication

for new physics but still there are some issues:

e There are a large number of independent parameters which must be de-

termined experimentally.

e The origin of symmetry breaking is not explained within the Standard
Model. The expectation is that there exists another more complete theory

to which the Standard Model is an approximation.

e The origin of CP violation is not understood either. A hint that some
other source of CP violation may be needed, perhaps manifested only at
higher energies, comes from the observed predominance of matter over

anti-matter in the universe.

e The fermion masses and the elements of the CKM matrix (including a
CP violating phase) are governed by Yukawa couplings of fermions to the
Higgs fields. The observed hierarchies among quark fermion masses and

mixing parameters are also unexplainable.

All these issues strongly indicate that this model provides an incomplete de-
scription of the elementary structure of nature. And then, of course, the
Standard Model is incomplete in the sense that it includes only three of the
four forces.

At present, there are countless models for new physics, which promise to

solve all or some of the above issues. The main candidates are:
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Compositeness There is something more fundamental than quarks and lep-
tons. The Standard Model is a good approximation to nature only at energies
small compared with the inverse scale of compositeness A. In this theory, the
observed scale of electroweak symmetry breking, v (~ i TeV), might emerge

naturally in connection with the compositeness scale.

Technicolor Here, to replace the Higgs field, a new gauge interaction called
technicolor, is postulated, which is strongly coupled at the electroweak symme-
try breaking scale. At this scale fermions with technicolor charge, condense,
spontaneously breaking both a chiral symmetry and the electroweak gauge
symmetry. This is a model with no light scalar particle, but with strong W, Z
couplings in the TeV regime, predicting a large number of new composite par-

ticles with TeV masses.

Supersymmetry The hierarchy problem can be solved by extending the sym-
metry of the theory to one that relates bosons to fermions, known as super-
symmetry. This requires doubling the number of spin degrees of freedom for
matter and gauge particles: for every fermion f there is a complex scalar part-
ner f with the same internal quantum numbers, and for every gauge boson V'
there is a spin-% partner V.

One of the most interesting and attractive aspects of supersymmetry is the
unification of gauge couplings. When the coupling evolution is calculated using
only the content of the Standard Model, unification is not precisely achieved at
a single point. Exact unification can be achieved with the particle content of
the minimal supersymmetric extension of the Standard Model if superpartner
masses lie in a range between 100 GeV and 10 TeV, as shown in Fig. 1.4.

Coupling unification, if true, provides evidence that, above the scale of uni-

fication, physics is described by a more fundamental theory.
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Figure 1.4: Gauge couplings g1, g2, g3 as a function of ¢? in the
context of the minimal supersymmetric model, showing unification

around 106 GeV.

Superstrings theory is, at present, the only candidate for a quantum theory
of gravity. In this case the Standard Model is part of a larger theory which is

expected to include a rich spectrum of new particles at higher energies.

With the start of Run II of the Tevatron collider at Fermilab, and of the
Large Hadron Collider (LHC) in the near future, we are on the verge of another
exciting period in the history of particle physics. Whatever the new theory
is, these future experiments can constrain any possible extensions of the Stan-
dard Model. It is equally possible that we will discover something completely

unanticipated which may lead us to a more fundamental description of nature

(Amen! ©).
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Chapter 2

Theoretical Background 11I:
Electroweak Production of Top

Quark

An invasion of armies can be resisted,
but not an idea whose time has come.

Victor Hugo

2.1 Top Quark

As we have seen from the last chapter, even though, as discovered by the Teva-
tron CDF and D@ collaborations [24], the top quark is the heaviest elementary
particle found so far, it is predicted to be a point like particle in the Standard
Model. The relatively large mass of the top quark (~ 175 GeV) is of the order
of the electroweak symmetry breaking scale v (= (v2G F)fl/2 = 246GeV), and
the top Yukawa coupling )\; (= 2%/ 4Gllw/2mt) is numerically very close to unity
and one expects that a study of top quark physics might reveal details of the

electroweak symmetry breaking mechanism.
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An important consequence of the top quark being so heavy is that it decays
long before it can hadronize. The top quark decay width, I';, has been theo-
retically calculated in the Standard Model to second order in QCD [25] and to
first order in electroweak [26] (EW) corrections, and is found to be ~ 2 GeV.
This means that the top decay lifetime 7; (= 0.4 x 1072* s) is much smaller
than the typical time for formation of QCD bound states Tgcp ~ 3 x 1072 ).

This property of the top quark makes it a very clean source of fundamental
information. In particular, the momentum and spin information carried by
the top quark is expected to be passed on to its decay products directly,
without being distorted by the hadronization process. For example, angular
distributions of the top quark decay products are mainly determined by the
momentum and spin state of the top quark itself and are not smeared out by

hadronization effects [27].

q g t g ;
E ->6b‘5-<“\t— . W< t

Figure 2.1: Feynman diagrams for ttbar pair production: Left,
qq — tt, the main mode of production (85%) at the Tevatron;
right, gg — tt, the main mode of production (90%) at the LHC.

The unusual properties of the top quark makes it very interesting. It has
been argued [28, 29] that new physics might lead to measurable deviations
from the Standard Model values that are first manifested in the top sector.
There are different models of the electroweak symmetry breaking mechanism
which will induce different interactions among the top quark and the W and

Z bosons. Therefore, hopefully through studying the top quark system one
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may eventually learn about the symmetry breaking sector of the electroweak

theory, and the possible existance of any new physics.

2.2 Single Top Quark

Top quarks detected at the Tevatron have been produced in pairs via the
strong QCD interactions, as is shown in Fig. 2.1. However, the Standard
Model predicts that top quarks should also be produced through electroweak
interactions. The very fact that electroweak interactions are involved, makes
single top study very interesting because it provides a direct window to the
electroweak symmetry breaking sector of the Standard Model. Single top
production mechanisms and the related physics of top quark properties have
been the subject of many studies [30].

There are three main processes for single top production at hadron colliders.
e The s-channel W* production: g¢' — W* — tb .

e The t-channel W-exchange mode: bg — tq' (sometimes referred to as

W-gluon fusion !).

e The tW production. The tW mode occurs when a b quark radiates a W,
as shown in Fig 2.2. This mode may be important at the Large Hadron
Collider at CERN (LHC), but this process has a negligible cross section
at the Tevatron [31] because the gluon parton density is small and we
have a massive W boson and top quark in the final state. We will not
discuss this mode in any more detail in the rest of the sections of this

chapter.

Each of these processes may be characterized by the virtuality of Q%,, the

four-momentum squared of the participating W boson. The process ¢§ — tb

1The main diagram contributing to this process involves a gluon fusion with a W via a b quark to make

a top, hence the name.
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Figure 2.2: Feynman diagrams for gb — tW process.

probes the top quark with a time-like W boson (Q? > (m; + m,)?), while the
W-gluon-fusion process involves a space-like W boson (Q? < 0).

These three sub-processes have very different kinematics and experimental
signatures, and as we shall discuss later, are sensitive to different types of new
physics in the top quark sector. Thus these processes provide complimentary
information about the properties of the top quark. We discuss the s-channel

and t-channel production modes in more detail below.

2.2.1 s-channel Production

The s-channel (W*) mode of production shown in Fig. 2.3 occurs when a quark
and an anti-quark fuse into a virtual W boson, which then splits into a ¢ and b
quark. For the s-channel, the 2—2 process, as shown in Fig. 2.3, dominates the
total cross section. We refer to the s-channel process as “tb,” which includes

both tb and %b.

q b
Figure 2.3: Feynman diagram for qg — W* — tb at the leading

order.
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The total cross section for the W* production sub-process (op«) has been
studied at next-to-leading-order (NLO) in QCD corrections [32], by including
NLO corrections to both the ¢g initial state and the ¢tb final state. Detailed
studies of the kinematics of this process at leading order (LO) exist in the
literature [33, 34, 35], as well as more realistic studies in which the effects of
soft gluons on the kinematics have been re-summed [36].

pp—tb+X, has a predicted rate at the Tevatron Run II of about 44% of
the t-channel rate. Although the process should be observable at the LHC, it
has a cross section about 25 times smaller there than the ¢-channel one, and

will therefore be easier to study at the Tevatron.

This sub-process is an attractive mode for studying top quark properties,
because the initial state partons are quarks with relatively large momentum
fraction x, and thus the parton densities are well understood. In fact, this
process may provide the best measurement of the magnitude of the Cabbibo-
Kobayashi-Maskawa matrix element Vj, [37] (see Sec. 2.3). On the other hand,
this mode suffers from a smaller cross section than the W-gluon fusion mode,

and a larger percentage dependence on the mass of the top quark [36].

2.2.2 t-channel Production

This process is also called W-gluon fusion and is shown in Fig 2.4. In this case
a b quark, coming from gluon splitting, fuses with a W+ boson, producing a
top quark. The presence of this gluon in the t-channel makes things relatively
complicated because the gluon distribution function is not well-known.

The W-gluon fusion mode has also been studied at NLO in QCD [38]. Fig
2.4 shows the two most important diagrams contributing to t-channel produc-

tion. Combining these two diagrams is a little tricky because the treatment
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b t g 6T t

b
Figure 2.4: Representative Feynman diagrams for the W-gluon fu-
sion mode of single-top production. Here left diagram is represen-
tative of 2—2 process and right diagram is representative of 2—3

process.

of the b quark as a parton must be done carefully. Since the LO calculation
of the t-channel rate already includes, through the b PDF, the region of the
gluon splitting diagram where the b quark becomes collinear with the initial
gluon, this part should be properly subtracted out to avoid double counting
(35, 39.

Fig 2.5 shows that there are two different diagrams for the 2—3 process for
t-channel production, and it also shows how they destructively interfere with
each other. The diagram containing g—tt is not always shown when discussing
single top quark production, but is always present for the ¢-channel.

It is found that the total rate of the 2 — 3 W-gluon fusion process is about
25% less than the 2 — 2 event rate for my,, = 180 GeV, regardless of the
energy or the type (i.e., pp or pp) of the machine [51].

The t-channel production mode has the advantage of a larger cross section
(owgy) and a smaller percentage dependence on top mass than the s-channel
(W*) process. This mode is also of interest because within the Standard
Model, it provides a way to directly probe the partial width of the top quark,
['(t — WTb), through the effective-W approximation [41], valid at energies
much larger than the W mass, in which the W boson is treated as a parton

within the proton. For details see [37].
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Figure 2.5: At /s = 1.8 TeV, (a) Feynman diagrams for ¢-channel
W-gluon fusion (q'g—tqb). (b) t-channel cross section for the 2—3
process versus top quark mass, showing the contributions from each
of the Feynman diagrams in (a), and the large destructive interfer-

ence between the two processes [31]

The major drawback of the W-gluon fusion mode is that it suffers from
a larger theoretical uncertainty due to the uncertainty in the b quark parton

density.

2.2.3 NLO Calculations of Single Top Production

The next to leading order (NLO) production rates at the Tevatron Run II
(v/s = 1.96 TeV) for the s- and t-channel single top modes have been calcu-
lated in Refs. [31, 50, 51, 52]. Results for cross sections are shown in Table 2.1.

The NLO rates at the Tevatron Run II (/s = 1.96 TeV) for the s- and
t-channel single top modes have been calculated in Refs. [50, 51, 52]. The

cross sections and the errors for the cross sections are shown in Table 2.1.
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Figure 2.6: Single top quark cross sections at the Tevatron with
Vs = 1.8 TeV, versus top quark mass: (a) s-channel produc-
tion pp — tb + tbq; (b) t-channel production pp — tq + tgb; (c)
pp — tW +tWb; and (d) the total single top and anti-top cross sec-
tion pp — t 4+t + X. The resummed next-to-leading order (NLO)
tt cross section of Ref. [43] is shown as the uppermost line in (d),

for comparison with single top production (at leading order) [44].

Process Cross Section [pb]
s-channel (tb) 0.8819-01
t-channel (tqb) 1.9810-73
tW-production 0.093 +0.024

Table 2.1: Total cross sections for single top quark production at

V5 = 1.96 TeV with my; = 175 GeV.
Errors include components for the choice of scale and for the uncertainties on

the parton distribution functions, but not for the top quark mass uncertainty.

Fig 2.6 shows the leading order (LO) single top cross sections as a function
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of the top quark mass. This figure is from a leading-order calculation, not a
NLO one. The Feynman diagrams included in this calculation do not include

those with loops although all other types are included.

Since the s-channel cross-section calculation does not rely on the gluon
parton density functions, the errors due to the pdf uncertainty are significantly
lower than those for Wg-fusion. The error in the cross section due to an
assumed 2 GeV error in the top mass is higher for s-channel than for t-channel,
but this is outweighed by the advantage in the other sources of error.

The approximate breakdown of uncertainties from different components
mentioned above is: ~ £5% from scale in the b quark distribution function and
from the strong coupling; ~ £10% from PDF’s, especially gluon distribution

functions; ~ +5% from the top quark mass.

2.3 Physics with Single Top

Although the cross section for single top is smaller than that for top pair pro-
duction, as we shall see in later sections, it is important to pursue this study
because single top production can be used to study and to measure top quark

properties that are not accessible through ¢ pair production studies alone.

The three single top production processes contain the vertex of the Standard
Model (t —W —b), as shown in Fig. 2.7, and thus are sensitive to any possible
modification of this vertex from physics beyond the Standard Model, and to
the Cabibbo-Kobayashi-Maskawa (CKM) parameter Vj;. In the sections below
we will give an overview of the information that we can extract from single
top within the Standard Model and the kind of new physics one could expect
beyond the Standard Model.
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Figure 2.7: t — W — b vertex that appears in single top production.

2.3.1 Within the Standard Model

Within the Standard Model, the single top production cross section is pro-
portional to the quark-mixing matrix element Vj;, providing a probe of the
charged-current weak interaction connecting top to the down-type quarks.
Also because of the weak interaction, single top quarks are produced with
nearly 100% polarization, which serves as a test of the V' — A structure. We

will now study these effects in more detail.
CKM Matriz Element Vy

There are several ways to obtain indirect information on Vj,. One way
would be to look at t¢ production which contains two t — W — b vertices in
its decay. Although this is the dominant mechanism for producing top quarks
at the Tevatron and LHC, it cannot be used to make a direct measurement of
Vip-

Within the Standard Model framework Vj; is known very precisely, but
indirectly [54], from the unitarity of the CKM matrix,

Vio” + Vi > + [Vis|* = 1 = 0.9990 < |Vj| < 0.9993.
Measurements from ¢t can provide a ratio of matrix elements:
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B(t — Wb) Vil
S i ; (2.1)
Bt 5> Wq) Vil + [Vis|” + Vi

where we have already assumed that there exist only three generations (i.e the

CKM matrix is unitary). Thus we can constrain Vj,. In fact, top quark pair
production at the Tevatron has been used with this assumption to measure
the above ratio to be [42]:

|‘/tb|2 — 0 94+0.31 (2 2)
|‘/td|2+ |‘/;5|2+ |‘/;b|2 . —-0.24 .

But what if there exist more than three generations? Well, in that case

|Vis| becomes virtually unconstrained [54]:
0.08 < |Vjy| < 0.9993,

and the only information that Eq. 2.2 gives us is that,

Vil > [Vis!, Vil

Vi» can also be constrained by comparing precision electroweak measure-
ments to loop corrections containing the ¢ — W — b vertex, but again, this
is just a constraint, not a direct measurement. Within the Standard Model,
a measurement of the single top cross section allows direct extraction of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix element |V;|2. The CKM matrix
element Vj;, appears in the leading-order (LO) Feynman diagrams for ¢-channel
production, s-channel production, and Wt-associated production (Fig. 2.7).

By measuring the rate of single top processes and combining this informa-
tion with the value of the ¢ — Wb branching ratio and top mass measurements,
the absolute value of V}; can be extracted.

Here, as previously discussed, since both production modes probe the top-

quark charged current in different regions of Q? and have different advantages
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for measuring Vj;, both of these modes should be pursued in order to get
independent measurements of V. Taking into account the uncertainties in
the NLO cross section calculations, it is expected that Vy, will be measured
to (+£12%) via the s-channel process in Run I7. This is comparable to the
accuracy achieved via the t-channel, which has a smaller statistical uncertainty,
but a larger theoretical uncertainty [37].

Polarization

The single top quark is produced through a left-handed interaction and
therefore it is expected to be highly polarized. Because of the very small de-
cay width, no hadronization occurs and spin correlations are directly passed
on to the final decay products. Hence, single top quark production offers an

opportunity to observe the polarization of top quarks.

It has been shown [55] that the top quark spin in each event follows the
direction of the down-type quark momentum in the top quark rest frame.
This is the direction of the initial d-quark for the s-channel, and mostly the
direction of the final d-quark for ¢-channel single top production. The above
result follows directly from the properties of the polarized top decays when
single top production is considered as a top quark decay going “backwards in
time [56].” The differential decay width of a polarized top quark to a bottom
quark and two leptons or two light quarks (from W boson) is given by a very
simple formula in the Standard Model:

%%50% = %(1 + Ky cos0y,),
where 6%, is the angle between the momentum direction of one of the final
fermions f in the top rest frame and the direction of the top quark polarization
vector. The coefficients K; are equal to 1 for the down-type fermions [*, d

and s quarks, and to —0.31 for the up-type fermions v}, u and ¢ quarks [57].
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This means that the angle between the d-quark direction in the produc-
tion processes and the charged lepton (or d, s-quark) direction from the top
decay in the top rest frame is the best variable to observe maximal top spin
correlations between single top production and subsequent decay. The NLO
corrections do not change this property significantly. NLO corrections to the
lepton factor K; are very small, —0.0015¢; [58] and for the quark factor K,
they are about —6% [59].

Charged Current Couplings

Finally, measurements of the charged-current couplings of the top quark
may probe any nonstandard structure of the couplings and therefore provide
hints of new physics [28, 29, 60]. Especially any deviation in the (V-A) struc-
ture of the Wtb coupling would lead to a violation of the spin correlation

properties [31].

2.3.2 Beyond the Standard Model

In the case of physics beyond the Standard Model, both s-channel and t¢-
channel production are important in direct searches for supersymmetry and
CP violation [61, 62, 63, 64, 65, 66, 67, 68, 69]. Both channels also contribute
a significant background to all signals that include W + jets with, or without,
b tags. These backgrounds appear in a number of Higgs search channels, and
other new physics, such as supersymmetry searches [70, 71, 72].

It is found that models that extend the Standard Model often predict large
corrections to s-channel or t-channel production, but not to both [48].

Anything that produces an anomalous coupling [48, 73, 74, 75, 76, 77,
78, 79, 80], or flavor changing neutral currents [48, 81], between the top
quark and any other quark, affects t-channel production, but only slightly
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changes the s-channel production. On the other hand, any process that al-
lows a new intermediate particle, such as strong dynamics [82, 83, 84, 85],
a charged top-pion [48, 86, 87], Kaluza-Klein modes of the W [88], or a W'
boson [48, 82, 89, 90, 91], would enhance s-channel production, but is highly

mass suppressed in ¢-channel production [37].

Non-SM Resonances

One possible form of new physics in single top quark production is a reso-
nance coupled to the top quark. Generically, W', a heavy vector boson with
charge Q = +1 can affect the rate of single top production (in either s— or
t-channel processes) by contributing additional diagrams in which the W' is
exchanged, such as those shown in Fig. 2.8.

Because the initial and final states are the same for both the W exchange
and W' exchange diagrams, they can interfere at the amplitude level and thus
the effect of the W’ could either raise or lower the single top cross sections, de-
pending on the relative sign of the couplings between the W and the fermions,
and the W' and the fermions.

It is expected that the two modes of single top production will show a very
different sensitivity to the presence of a W’. The s-channel (W*) process can
show a large sensitivity. Because of the time-like momentum, the exchanged
W' can be close to on-shell, providing an enhancement from the W' propagator
in the s-channel matrix element.

On the other hand, the ¢ channel process requires a space-like momentum
for the W' boson, and thus can never experience this type of resonant propa-
gator enhancement. The additional ¢-channel diagram containing the W’ will
be suppressed by 1/M3%,. In fact, s-channel single-top-quark production has

been found to be the most sensitive probe of high-mass charged vector W’
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q b b t
Figure 2.8: Feynman diagram showing how an additional heavy
charged vector particle (W') can contribute to the s-channel pro-

cess(Left) and t-channel process (right) of single top production.

bosons [92] at the Tevatron [93] and LHC [94].

Other types of heavy resonances can also be added to the Standard Model,
such as those found in supersymmetry. But these are unlikely to affect s-
channel ot t-channel cross sections in a large way, though they could modify
the top’s decay width and branching ratios. For example, a charged Higgs, H*
could modify the top width by allowing decays such as t — H"b, but would
not affect the s—channel or t—channel rates because the Higgs couples very

weakly to the light fermions.

Flavor Changing Neutral Currents (FCNC)

It is also possible that the top quark couples differently to light particles
from what is predicted by the Standard Model [95, 96, 97, 98, 99]. For example
a flavor-changing neutral current (FCNC) could couple the top to the charm
quark and the Z boson (Fig. 2.9). This form of new physics will allow new
decay modes for the top quark, and thus will modify the top quark’s full decay
width, T'(¢t — X), and will cause its branching ratio BR(t — bW ™) to deviate
from the Standard Model prediction of ~ 100%, by allowing new decay modes
such as t — Zc.

Since, for the Standard Model ¢-channel production mechanism, the distri-
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Figure 2.9: Feynman diagrams indicating how an anomalous Z-t-c
vertex can produce the additional mode of single top production,

gc—tZ

bution of charm quarks in the proton is larger than the distribution of bottom
quarks (Fig.2.4), this contribution may be visible even if the FCNC Z-t-c

vertex coupling strength is not large.

q q
q t
>\szvvv< E
q c c t
Figure 2.10: Representative Feynman diagrams showing how an

anomalous Z-t-c vertex can contribute to the s-channel (left) and

t-channel process (right) of single top production.

It is also possible for this FCNC vertex to modify the rate of s—channel
and t-channel single top production through diagrams such as those shown in
Fig. 2.10.

New physics can also appear in a form which may directly modify the W-t-b
vertex. In this case, all three modes of single top production will show effects
from the modification, as will the top’s total decay width I'(¢ — X)), though
the branching ratio BR(t — bW™) will remain close to the Standard Model
value of ~ 100%. It would again be possible to use the W-gluon fusion mode to
directly probe the top’s partial width I'(¢ — W™*b). In this case, one could ex-

amine the s-channel production and W-gluon fusion rates separately in order
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to probe the dependence of the modified vertex on %, the momentum of the

W boson, in the time-like and space-like regions, respectively. With enough

statistics, the tWW~ production mode could also be helpful in this regard, since

this process is not sensitive to additional resonances, or to FCNC interactions.
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Figure 2.11: Left: The location of the m; = 175 GeV SM point (the solid circle)

in the ow--ow, plane. The curve represents a 3o deviation from this point. Also

plotted are the results for the top-flavor model with Mz = 1 TeV and sin® ¢ = 0.05

(the X) and the FCNC Z-t-c vertex with kZ = 1 (the open circle), a model with a

charged top-pion (m, = 250 GeV) (the +), and a four quark generation scenario

with |Vis| = 0.55 and |V3| = 0.835 (the asterisk). All cross sections sum the ¢ and

t rates; Right: Same for the LHC [37].

50

In order to see the effects of these different modes of new physics, a useful

thing to look at would be the correlation of the two cross sections, oy, and

ow,, in a two dimensional plane, as shown in Fig 2.11.
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2.4 Single Top at the Tevatron

It has been shown [33, 35, 39, 100] that because of the difference in kinematics,
it is possible to statistically disentangle the two sub-processes from each other,

and from the Standard Model backgrounds expected in the Tevatron Run II.

The final state fermions from the top decay have relatively high transverse
momenta and central pseudorapidities. Since the s-channel process involves
the decay of a heavy virtual object, the b quark produced with the top quark
is also at high transverse momentum and central pseudorapidity. On the other
hand, the light quark in the ¢-channel appears at lower transverse momentum
and at more forward pseudorapidities because it is produced when an initial
state parton emits a virtual W boson. The b quark from ¢-channel initial state
radiation appears typically at very low pr and also at high pseudorapidities
and is thus often not reconstructed experimentally.

Fig. 2.12 shows the transverse momenta (pr) and pseudorapidities (7) for
the partons of the s-channel and ¢-channel single top processes, after decay of

the top quark and the W boson.

2.4.1 Signatures in the Detector

Combining the s- and t-channel cross sections, the total single-top production
rate is about 40% of that of ¢f, at both the Tevatron and the LHC. To ob-
serve single top is more difficult than observing ¢t pair production, not only
because of the smaller production rate but more importantly because of the
smaller multiplicity of final particles (leptons or jets) and the lower production
threshold. As a result, signal to background ratios are far smaller for single
top compared with top pair production. Therefore, extracting the signal from

the backgrounds is significantly more complicated in a single top search.
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Figure 2.12: Distributions of transverse momenta (a,c) and pseu-
dorapidity (b,d) for the final-state partons in s-channel (a,b) and
t-channel (c,d) single top quark events. The histograms only in-

clude the final state of ¢, not ¢ [101].

In both the production modes that we have discussed so far, at least one
W boson and one b jet are present in the final state. Although the branching
ratio of W to jets is much larger (~ 70%) than W’s decay to any of the leptons
(~ 10%), the W’s decay to jets is a very difficult mode to detect in hadron
colliders because of the enormous QCD background. Hence our best bet is
to focus on the leptonic W-decay sub-channels. The final-state signatures of
a single top quark event, therefore, are characterized by a high-pr centrally
produced isolated lepton (e or p) and missing transverse energy (Kr) from a
neutrino from the decay of the W boson from the top quark decay, together

with two or three jets. One of these jets comes from a high-py central b quark

44



Figure 2.13: Drawings showing event signatures in the detectors:

Left, for s-channel; Right, for t-channel.

from the top quark decay (Fig. 2.13).

2.4.2 Backgrounds to Single Top Signals

Processes that can share this final state include W +jets events, tf, bb, multijet
events with a jet misidentified as a lepton, and some smaller contributions

from Z+jets and diboson events.

e W+jets events form the dominant part of the background. The cross
section for W+ 2jets is over 1000 pb [102, 103] with a Wbb contribution of
about 1%. The representative diagrams for W+jets and Wbb production
are shown in the Fig. 2.14. W+jets, where jets are from light quarks,
is kinematically different and is somewhat easier to deal with, especially
after b-tagging. Wbb, on the other hand, forms an irreducible background.

e it pair production NNLO cross section = 6.77+0.42 pb, for m; = 175 GeV,
Q? = m? has a larger multiplicity of final state particles than single top
events, as shown in the Fig. 2.15. However, when some of the jets or
a lepton are missed, the kinematics of the remaining particles are very

similar to those of the signal. Here two different modes are important.
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Figure 2.14: The representative diagrams for W+jets (left) and
Whbb (right) production.

tt — | + jets, where the W from one top quark decays leptonically and
other decays hadronically, and ¢t — Il + jets, where both W’s from the
tops decay leptonically.
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Figure 2.15: The representative diagrams for ¢f pair production:

tt — | + jets (right) and tt — Il + jets (left).

2|

Figure 2.16: The representative diagram for the Drell-Yan process.

e bb production (resummed NLO cross section = 58 ub, for /s = 1.8 TeV [105])
contributes to the background when one of the b’s decays semileptonically

and the electron or muon is mistaken for one from a W boson decay. In
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the muon channel, bb events form a background when the muon travels
wide of its jet and is reconstructed as an isolated muon, or when the jet is

not reconstructed. This background in the electron channel is very small.

e Multijet events form a background in the electron channel when a jet is
misidentified as an electron. The probability of such misidentification is
rather small, about 10™*, but the >2 jet cross section is so large that the

overall contribution is significant.
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Ly w ‘)2 i
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Figure 2.17: The representative diagrams for diboson production.

e 7/Drell-Yan+jets production ? can mimic the single top signals in two
ways. There are two isolated leptons (eTe™ or p*p™) in the final state,
as shown in Fig. 2.16, but if one is not reconstructed, then this results in
missing transverse energy, which reconstructs as a W boson when com-
bined with the other lepton. The second way that Z/DY-+jets events
create a background is when there are two muons in the final state. One
accidentally overlaps a jet and is thereby identified as a tagging muon
from a semileptonic b decay.

o WW, WZ, ZZ processes are the electroweak part of the W-+jets and
Z+jets backgrounds. Fig. 2.17 shows representative diagrams for diboson

production. The cross sections are a few picobarns each. This electroweak

2The Drell-Yan process is an electromagnetic effect in which a quark and antiquark annihilate to give a

lepton pair.
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part of the W+jets and Z+jets processes has different kinematics than
the W+(QCD) jets part.

Fig. 2.18 shows a graphical repersentation of the relative contributions of
the main single top backgrounds. As you can see, the single top signal is al-
most invisible among all the backgrounds. The challenge is to understand very
precisely the rate and kinematics of all processes, especially W + jets. Only
with such understanding, and with enough data, we will be able to observe

single top.

B W+Jets (6~1000pb)

M Wbb (6~10pb)

I ttbar (6~7pb)
Dibosons (6~13pb)

B t-channel (c~1.98pb)

B s-channel (c~0.88pb)

Figure 2.18: A pie chart showing relative proportions of these back-
ground and signal processes for single top . The production rates

are shown here before any cuts.

2.5 Status of Single Top Searches

In Run I, the accumulated statistics of about 90 pb~! was not enough to ob-
serve single top production, and the first limits on the cross sections were
presented by both the D@ [106, 107] and the CDF [108] collaborations. At
the 95% confidence level, the D@ limit on the s-channel was 17 pb and the
CDF limit was 18 pb. At the same confidence level, the limit on the ¢-channel
production cross section was 22 pb by D@ and 13 pb by CDF. CDF also pub-
lished a combined limit of 14 pb.
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Posterior Prob. Density [pb '1]

For Run II the search is on. Both the D@ and the CDF collaborations have

Limit on Cross Section [pb]at 95% C.L.
DO CDF
Run I Run II Run I Run II

s—channel <17pb <6.4pb <18pb <13.6pb
<22pb <50pb <13pb <10.1pb

<14pb <178 pb

t — channel

s+t — —

Table 2.2: Limits on single top production cross section set by

DO [101] and CDF [110].
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Figure 2.19: Left: The observed posterior probability density for the s-channel and the
t-channel searches, as a function of the single top quark cross section; Right: Exclusion
contours at 68%, 90%, and 95% confidence level on the observed posterior density distribu-
tion as a function of both the s-channel and ¢-channel cross sections. Several representative

non-standard model contributions from Ref. [48] are also shown [101, 109].

gone through first rounds of analyses and have set limits on the cross section
(Table.2.2). We (D@) published our first Run II results [101], with about
230 pb~! of data, using neural networks to separate signal from overwhelming

background. As you can see from the Table 2.2 that these limits are lot
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more stringent than any previous analysis. The observed posterior probability
densities as a function of the s-channel and #-channel cross section are shown
in Fig. 2.19. Also contours of observed posterior density in the o, versus
oy plane are shown. To illustrate the sensitivity of this analysis to different
contributions, the expected SM cross section as well as several representative
non-SM contributions are also shown.

The analysis presented in this thesis is a step further in this direction. We

are using about 360 pb~! of data with improved Neural Network analysis.
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Chapter 3

Experimental Setup:
the Tevatron and the DO

Detector

The strongest arguments prove nothing so long as the conclusions
are not verified by experience. Ezxperimental science is the queen
of sciences and the goal of all speculation.

Roger Bacon

3.1 Accelerating the Particles

To find new particles and to explore properties of the known subatomic par-
ticles, physicists accelerate particles to the highest possible energies, smash
them together and then examine the debris of the collision. Particle accelera-
tors are giant machines that may expand to miles. These giant tools of particle
physics can accelerate particles to speeds very close to the speed of light.
Until the mid-fifties of the last century, cosmic rays were the best source of

the elementary particle studies. The flux of cosmic ray protons with energies
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in a few GeV range is something like one per cm? per minute per steradian.
Comparing it with the 6 x 103° protons per em? per sec produced at CERN,
where W and Z bosons were produced for the first time, one can imagine where

we would stand if accelerators were not discovered!

B w
p SOURCE: f .
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Figure 3.1: Fermilab’s Accelerator Complex.

The analysis presented in this thesis used data collected from the collisions
of proton and antiproton beams accelerated by the Tevatron accelerator at
Fermilab near Chicago (USA). The Tevatron, the world’s first superconduct-
ing synchrotron, started working as a proton-antiproton collider in 1985. At
present, the Tevatron is the world’s highest energy accelerator. The oppositely

traveling beams of protons and antiprotons, with the center of mass energy of
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1.96 TeV, collide at two different points on the the ring, where two 5,000-ton
detectors, CDF and D@, track and record the subatomic particles that emerge
from these collisions. In late 1997, the laboratory ended Tevatron Run I, in
order to make major improvements to the accelerator complex and the two

big collider detectors.

The upgraded Tevatron complex [111], shown in Fig. 3.1, consists of five

major accelerators and storage rings linked together. The main parts are:

The Proton Source - consists of the hydrogen ion source, the 750 keV

Cockroft- Walton voltage multiplier, the 400 MeV Linac and the Booster Syn-
chrotron which accelerates protons up to 8 GeV.

The Antiproton Source - to produce antiprotons, 120 GeV protons are pro-

duced in the main injector and are made to collide with a nickel target. These
collisions, among other things, produce many antiprotons. The antiproton
source consists of the antiproton production target, debuncher storage ring,
accumulator storage ring and recycler storage ring, all operating at 8 GeV
energy. So the final product here is 8 GeV p’s.

The Main Injector Synchrotron - accelerates the incoming 8 GeV protons

and antiprotons to 150 GeV.

The Tevatron - accelerates 150 GeV protons and antiprotons to almost 1000
GeV (1 TeV).

The main injector and recycler are physically located in the same tunnel
enclosure and each has a two mile circumference, one half that of the four mile
circumference of the Tevatron’s superconducting magnet ring. The Tevatron
complex has the design capability to operate in several modes for physics
research, including 1 TeV x 1 TeV colliding protons and antiprotons, 1 TeV
proton beam on a fixed target, 120 GeV protons (from the Main Injector) on
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a fixed target, and 8 GeV protons on a fixed target.

The proton and antiproton beams consist of 36 equally spaced bunches
circulating in the Tevatron tunnel. The two beams circulate in the opposite
directions. The bunch spacing is 396 ns. The main Tevatron parameters for
Run IT are summarized in Table 3.1.

The information on a specific interaction, produced when particle beams
collide, is contained in a number called the cross section (o). Cross sections
can be measured experimentally and calculated from theory. It is, basically,
the probability that a particular fundamental interaction will take place in the
collision. The number of events of a particular kind expected to be produced
per second is given by:

Number of events per second = £ X o,
where L is the luminosity of the colliding beam. Luminosity is a performance
measure of colliding beams that is independent of any specific fundamental
particle interaction. It contains the information of the incoming particle flux,
the number of incoming particles per second, and the number of target particles
per unit area, which is the colliding, or target beam.
_ BN,

Be

Where B is the number of bunches per beam, N,, (N;) is the number of protons

L

(antiprotons) in a bunch, € is the emittance (95% of the beam area), and S is
the effective beam overlap area of the two bunches when they collide.

A commonly used number is integrated luminosity which is given by

Integrated Luminosity = [ L dt |

and is the luminosity, integrated over the total time a high energy particle
physics experiment has run. Integrated Luminosity, when multiplied by the

cross section, gives the number of events of that kind that the experiment
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Energy per Beam 980 GeV

Number of Bunches per Beam 36

Bunches Spacing 396 ns

Protons per Bunch 2.7 x 101
Antiprotons per Bunch 7.5 x 1010
Antiprotons Stacking 2 x 10! per hour
Total Antiprotons 1.98 x 102

Typical Instantaneous Luminosity 2.0 x 1032 em 2571
Typical Integrated luminosity 41.0 pb~—! per week
Interactions per Crossing 5.8-2.0

Table 3.1: Tevatron running conditions for Run IT [112]

should have seen, which means, the physics productivity of an accelerator de-
pends on the maximum luminosity that it can give and how long it can run at

that luminosity.

In the last 4 years, since the Tevatron started its Run II, about 1000 pb *
of usable data has been recorded by D@, as shown in the Fig. 3.2, and more
than 4 fb=! of data are expected to be recorded during Run II.

3.2 Interaction of Particles with Matter

When beams of protons and antiprotons collide at a point in space and time,
at nearly the speed of light, protons and antiprotons burst into showers of
secondary particles with different energies, emitted at different angles and
momenta.

The detector, basically, has to perform two tasks. The first task is to look

at the different particles that are coming from a collision, and record differ-
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Figure 3.2: Integrated Luminosity: Recorded and Reconstructed

at DO

ent signatures that different particles make in different parts of the detector
or to measure the time and location of interaction, the vector momenta P;,
and charge of these emitted particles. The detector’s second task is to decide
which of the millions of collisions that occur each second are worth recording.
Because it would be impossible to save them all. A combination of hardware
and software is used to trigger the recording of a particular event of interest
depending upon the different signatures that it makes in different parts of the
detector, thus keeping only the most interesting collisions in detail for later

analysis.

In the light of above requirements, to understand the working of the DO

detector, remaining sections of this chapter have been divided in to three parts:
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e How different particles behave when they pass through matter, which, in

turn, explains the necessity of having ,
e Different parts of our detector, and finally,

e How to keep only the interesting events out of the millions of events that

are being produced every second.

An event is analyzed by looking at its long lived products like electrons,
photons, muons, hadronic particles and neutrinos. These particles interact in
different ways with the material they pass through, and this difference in be-
havior is what is used to detect a certain particle and to differentiate it from
others. Below we briefly discuss the interactions of different particles with

matter. For more details see Ref. [8].

FElectrons and Photons

High energy electrons passing through matter lose energy primarily through
bremsstrahlung. The emitted photons produce electron-positron pairs, which
in turn emit photons. The resulting shower of electrons and photons grows

until the energy of the electrons falls below the critical energy,

800
E, = MeV
7112 ¢

where Z is the atomic number of the medium. Below the critical energy, energy
loss is primarily by ionization. The mean distance over which an electron loses
all but 1/e of its energy is called the radiation length X,. A fit to the data
gives [8],

716.4A ,

0= Sz D mesTivE) 8
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where A is the atomic mass of the medium in gmol=!.

Photons interacting with matter produce electron-positron pairs, and hence
an electromagnetic shower. Thus, in the detctor, an electron appears as a
charged track plus an electromagnetic shower, and a photon, being chargeless,

appears as an electromagnetic shower only.
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Figure 3.3: Fractional energy loss per radiation length in lead as a

function of electron or positron energy [8].

Muons

Muons, because they are much heavier than electrons, interact through
bremsstrahlung at a much lower rate than electrons. Their energy loss is
primarily through ionization. Fig. 3.4 shows the energy loss of muons for vari-
ous energy regimes. We see that for the energy range of ~ GeV, muons at the
Tevatron are minimum ionizing particles, also called MIP’s. They deposit only
minimal energy in the central detector and, like neutrinos, can pass through

several meters of thick material without leaving (almost) any traces. Thus, in

58



the detector, a muon will appear as charged track that penetrates most of the

material of the detector.
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Figure 3.4: Energy loss through ionization of muons in various

energy regimes [8].

Hadronic Particles

Low-energy hadrons lose energy in matter primarily by electromagnetic
ionization and atomic excitation. At high energies, hadronic interactions result
in the production of secondary (less massive) hadrons, e.g. pions. These
interactions often result in a hadronic shower or cascade of secondary particles.

The characteristic length scale for strong interactions is the nuclear inter-
action length, which is dependent on the material density and atomic mass

and is roughly independent of energy:
A~ 35 AY3 g em 2

This interaction length is longer than the radiation length, allowing hadrons to

penetrate further into material than electrons and photons, before showering.
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A significant fraction of the energy of the initial hadron escapes the hadronic
cascade in the form of neutral pions, which produce a secondary cascade. A
smaller fraction results in invisible energy loss through the unbinding of nuclei

by spallation, non-ionizing collisions and uncaptured energy of neutrinos.

Neutrinos

As uncharged leptons, neutrinos interact only weakly via W and Z bo-
son exchange, making their energy loss negligible and their direct detection
practically impossible at D@. However, their presence can be inferred from

transverse momentum conservation requirements.

3.3 DO Detector

The DO detector is a general purpose detector, which makes use of many
detection technologies at the same time, and therefore, consists of many in-
dividual sub-detectors. These individual sub-detectors can mainly be divided
into two categories - ones that let a particle pass but keep track of its di-
rection and momentum, and others that simply capture them and measure
the energy lost by these particles. Here we give a brief account of the major
parts of the DO detector based on the material in Ref. [113]. For details see
Refs. [114, 115, 116, 117, 118, 119].

In the detector description and the data analysis, we use a right-handed
coordinate system in which the z-axis is along the proton beam direction and
the y-axis is upward, as shown in Fig. 3.5. The z-axis then points toward
the center of the accelerator ring. The angles ¢ and # are the azimuthal and
polar angles, respectively, with § = 0 along the proton beam direction. The r

coordinate denotes the perpendicular distance from the z axis.
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DO Coordinate system

Figure 3.5: The D@ coordinate system.

An important thing to note here is that, since some particles escape down
the beam pipe and the initial momentum of the interacting partons is not
known, the quantities of interest tend to be momentum, energy and missing
energy in the direction perpendicular to the beam axis — i.e. transverse

momentum (pr), transverse energy (Fr), and missing transverse energy (Fr).

Another quantity of great interest in hadron collision experiments is the

rapidity vy,

E+p,

1 E+p,
y = tanh '3, = EIH{E—pz} = In{ aaty

mr

}

where 8,(= v,/c = p,/E) is the relativistic longitudinal velocity, p, is the
longitudinal momentum and my is the transverse mass of the particle (m?% =
m? + p2). The good thing about this quantity is that it is additive under
longitudinal Lorentz boost. In hadron collision experiments, the center of mass
of the parton-parton scattering is generally boosted along the longitudinal
direction with respect to the incoming hadrons. Therefore, it is convenient
to discuss the longitudinal distributions of final state particles in terms of
rapidity, which transforms simply under a longitudinal boost [8, 122].

In the non-relativistic limit (v < ¢), the rapidity y reduces to longitudinal
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Figure 3.6: X-section view of the DO Detector [121]

velocity v,. In the case of large velocities, i.e m < p, the rapidity can be

approximated as “pseudorapidity”, given by,

n=-— ln{tan(g)}
Pseudorapidity 7 is the quantity normally used in high energy experiments
instead of rapidity y.

A cross section of the D@ detector is shown in Fig. 3.6. There are four
individual detectors that are used for tracking, shown in Fig. 3.7. These are
immersed in a strong magnetic field (from a solenoid which provides a nearly
uniform 2T magnetic field parallel to the beam axis) that makes the path of
charged particles curve. The tracks of higher-energy particles curve less than

those of low-energy particles. We can measure the momentum of the particles
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Figure 3.7: X-section view of the dzero Detector, showing different

parts of the tracker [113].
by looking at the curvature of the particle tracks in the magnetic field,

R =p/qB

where R is the radius of curvature, B is the magnetic field, m and v are the
mass and the velocity of the particle, respectively.
Ouside the tracker is the calorimeter which measures the energy of electrons,

photons and hadrons. The outermost part is the muon detector.

3.3.1 Silicon Microstrip Tracker (SMT)

The silicon microstrip tracker (SMT) is the sub-detector that is closest
to the beam pipe. It makes the precision measurements of track positions

that are crucial for the accurate measurement of impact parameters and the
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Figure 3.8: Disk and Barrel design of the Silicon microstrip

tracker. [123]

identification of primary and secondary vertices. The SMT consists of 3.0 m?

of silicon.

Ladder Wedge

Figure 3.9: Individual Ladder and Wedge detectors [123].
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The design of the SMT is shown in Fig 3.8. Here silicon modules installed in
the barrels are called “ladders.” Layers 1 and 2 have twelve ladders each; layers
3 and 4 have twenty-four ladders each, for a total of 432 ladders. Each barrel
is capped at high |z| with a disk of twelve double-sided wedge detectors, called
an “F-disk.” In the far forward and backward regions, two large-diameter
disks, “H-disks,” provide tracking at high |n|. Barrel and wedge detectors are
shown in Fig. 3.9 . There are 912 readout modules, with 792,576 channels.

The barrel detectors measure primarily the » — ¢ coordinate and the disk
detectors measure r — z as well as r — ¢ coordinates. Thus vertices for high
71 particles are reconstructed in three dimensions by the disks. The vertices
of particles at small values of n are measured in the barrels and central fiber

tracker.

Be Heat Spreaders

vvvvvvvvvvvvvvvvvvvvvv
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BULKHEAD
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Silicon Readout Assembly <—10 mm —
Vertical scale x2

Figure 3.10: Readout chain for the Silicon microstrip tracker.

The SMT detector is made of wafers of n-type silicon and strips of p-type
and n*t-type silicon strips. When charged particles pass through 300 um of

n-type wafers, they produce pairs of electrons and holes. The ionized charge
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is collected by p-type or n™-type strips.These provide for measurement of the
position of the ionization in one dimension. The wafers have p-type strips par-
allel to the beam axis; many have n*-type strips on the reverse side, placed

at 2° or 90° for measurement in two dimensions.

Fig. 3.10 shows the SMT readout chain. The charges accumulated in the
silicon strips are collected into arrays of capacitors by the SVXII read out
chip, which holds the information from an event while a trigger decision is
made. If the event is triggered, the charges are digitized and sent to the data
acquisition system. The SVXII sequencer provides timing and control signals
for eight chains of SVXII chips.

The silicon temperature is maintained below 5° C. The coolant is a wa-

ter/30% ethylene glycol mixture supplied at —10° C.

3.3.2 Central Fiber Tracker (CFT)

Outside the silicon tracker are the 8 concentric cylindrical layers of the
central fiber tracker with radii ranging from 20 cm to 51 cm. Each layer
consists of 2 doublets of fibers, thus making a total of 16 layers of fibers, as
shown in Fig. 3.11. Eight of these sixteen layers are parallel to the beam,
providing excellent resolution in ¢ and are called axial layers. The other eight,
stereo layers, are placed at alternating angles of &~ +3° relative to the beam
axis, which provides a measurement of the z position with less precision. The
scintillating fibers were made into ribbons consisting of 256 fibers in two layers
of 128 fibers each.

The scintillating fibers, including cladding, are 835 pym in diameter. They
are optically connected to clear fiber waveguides of identical diameter. The

scintillating fiber contains fluorescent dyes. The CFT uses about 200 km of

66



CFT Cylinders

Figure 3.11: Schematic diagram of The CFT cylinders and axial

and stereo layers.

scintillating fiber and 800 km of clear fiber.
Light production, caused by the passage of a charged particle through the

fibers, is a multistep process which involves three types of materials.

e The base core material is doped with the organic fluorescent dye. The
excitations in the base core material are rapidly transferred to the fluo-

rescent dye.

e The fluorescence material has a rapid fluorescence decay (a few nanosec-
onds) and a short emission wavelength (= 340 nm). The mean free path of

the emitted light is only a few hundred microns in the base core material.

e The wave-shifter dye is added to get the light out of the detector. It
absorbs the 340 nm radiation from the fluorescent dye and re-emits it at

530 nm which is well-transmitted in the base core material.

Fig. 3.12 shows the readout chain for the CF'T. Passage of a charged particle
through one of the fibers produces light. We observe this light from only one
end of each scintillating fiber. The opposite end is mirrored with an aluminum
coating that provides a reflectivity of 85 to 90%. Light then, through the clear
wave guides, reaches the visible light photon counters (VLPC’s) housed in the
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Figure 3.12: Readout chain for the Central Fiber Tracker. The
VLPC and AFE board photographs are from Ref. [124].

VLPC cassettes. VLPCs are silicon avalanche photo-detectors which convert
light into electrical signals. VLPC’s are capable of detecting single photons
and provide fast response, excellent quantum efficiency (>75%), high gain
(17,000 to 65,000), low gain dispersion and the capability of functioning in a

high background environment. The only problem, being silicon based, is that

they require a low operating temperature of about 9 K

Each VLPC cassette consists of a cassette body housing eight modules.
Each module is composed of a 128-fiber bundle. Each VLPC, thus, provides
1024 (128 x 8 fibers) individual pixels of light-sensitive detector. The 128-

fiber bundle terminates at the top (warm) end in an optical connector, and
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at the bottom (cold) end in sixteen groups of eight fibers. The fibers accept
light from the clear fiber waveguides which are connected to the warm-end
optical connectors at the top of the cassette and pipe the light to the VLPC’s

mounted in the cold-end assemblies.

From the VLPC’s, the electrical signals are sent to the preamplifiers on
the analog front end boards (AFE’s) which are mounted on the cassette body.
In addition to preamplifiers, the AFE’s also provide trigger discrimination,
temperature control, and bias-voltage control electronics. The temperature
sensors and heaters are employed to control the temperature of the VLPC’s
to within 0.1 K.

On the AFE, the SVXII chip provides for the integration of the charge
signals from the VLPC’s, a pipeline for storing the signals while the trigger is
formed, and digitization of the signals and sparsification of the digitized data
for readout. Because the signals from the AFE are also needed for the trigger
system, another chip, the SIFT chip, is used. Each SIF'T chip has eighteen
channels. The SIFT chips receive the signals from the VLPC’s before the
SVXII. For each channel, the SIFT has a preamplifier, which integrates the
incoming charge, and switched capacitors, which are used to split the amplified
signal and send it along two paths: one, to the SVXII, for later digitization
and readout, the other to present the signal to a discriminator which fires if
the charge exceeds a preset threshold (typically 10 to 15 fC).

For tracks traversing the detector at normal incidence, the thickness of each
cylinder can be broken down as follows: 0.52% of a radiation length for the
scintillating fibers, 0.32% for the carbon fiber support cylinder, 0.13% for the
glue used to make ribbons out of fibers, and 0.17% for the glue used to attach
the ribbons to the support cylinders.

The small-diameter scintillating fibers used in the CFT coupled with the
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Figure 3.13: A typical LED spectrum for a single VLPC for an axial
CFT fiber. The solid histogram is the data; the smooth curve is
the fit [113].

long waveguides, necessary to direct the signals to the platform, cause the sig-
nals generated by the VLPC’s to be small (=10 photoelectrons incident upon
the VLPCs). To assure acceptable efficiency for triggers and tracking, the
individual channel thresholds must therefore be set between 1.5 and 2 pho-
toelectrons (pe). To maintain a low and stable threshold and to be able to
distinguish individual photo-peaks during calibration, the analog signal must
be digitized with a noise of less than 0.4 pe or about 2 fC. In fact, the front
end electronics are able to achieve or exceed all requirements.

A typical LED spectrum for a single VLPC for an axial CFT fiber is shown
in Fig. 3.13. Every channel is fit automatically and the parameters of the
fit are extracted and used for monitoring. Typically, more than 97% of the
axial channels are fit successfully. The mean pedestal width from fits to LED
calibration spectra for all axial fibers is 0.24 pe or 1.6 fC and discriminator
thresholds have similar noise and offsets of less than 2 fC so that it is possible

to set the discriminator thresholds below 10 fC for most channels. For an
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Central field 20T

Operating current 4820 A
Integrated field homogeneity — +5.0 x 1073
Stored energy 5.6 MJ
Inductance 048 H

Cold mass ~ 1500 kg
Thickness 0.9 Xo
Cooldown time < 120 hours
Magnet charging time < 30 minutes

Fast discharge time constant < 15 seconds

Slow discharge time constant < 330 seconds

Table 3.2: Main parameters of the solenoid used in the D@ detec-
tor [113).

instantaneous luminosity of 2 x 1032 ¢cm~?s™!, the fiber-doublet hit efficiency

is above 98%.

3.3.3 The magnet

Both the silicon tracker and central fiber tracker are surrounded by a super-
conducting solenoidal magnet. The magnet for the DO detector was added
for Run IT and, therefore, is designed to optimize the momentum resolution,
dpr/pr, and tracking pattern recognition within the constraints imposed by
the existing detector. The main parameters of the magnet are given in Table

3.2

3.3.4 Preshower Detectors

Between the solenoid and the calorimeter there are two more scintillat-
ing fiber based detectors, the central preshower (CPS) and forward preshower

(FPS) detectors. Both preshower detectors are made from interlocking trian-
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Figure 3.14: Cross section and layout geometry of the CPS and
FPS scintilator strips [113].

gular strips of scintillator, as shown in Fig. 3.14. Because of this shape of
strips, there is no dead space between strips and most tracks traverse more
than one strip, allowing improved position measurement. At the center of
each triangular strip is a wavelength-shifting (WLS) fiber which collects and
carries the light to the edge of the detector. At the readout end, fibers are
grouped into bunches of sixteen and potted into connectors for transition to
clear light-guide fibers. Light is transmitted via the clear fibers to a VLPC for
readout. The CFT and the central and forward preshower detectors use the
same front-end electronics to process the signals from the VLPCs.

The CPS consists of three concentric cylindrical, one axial and two stereo,
layers of triangular scintillator strips and is located in the 5 cm gap between
the solenoid and the central calorimeter. Between the solenoid and the CPS
is a lead radiator approximately 1 radiation-length (Xj) thick.

The two FPS detectors are each mounted on the spherical heads of the end

calorimeter cryostats. Each detector is made from two layers, at different z,
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of a double layer of scintillator strips, separated by a 2X,-thick lead-stainless-
steel absorber.

The upstream layers are known as the minimum ionizing particle, or MIP,
layers while the downstream layers, those behind the absorber, are called the
shower layers. All charged particles passing through the detector will register
a minimum ionizing hit in the MIP layer, allowing measurement of the location

(in n, ¢, and z) of the track.

3.3.5 The Calorimeter

Up to this point we have been using detectors that keep track of the particles
produced in a given collision, without disturbing them in any way (except, of
course, bending them in the magnetic field). These detectors were designed to
trace the trajectories of the incoming particles, measure their momentum and
charge, and reconstruct their vertices. The other important information that
we need is the energy of these particles. Also, since the tracker is good for
only charged particles, we need some kind of detector which can detect neutral
particles too. The calorimeters are what we use to provide this information.

The DO calorimeter is used for the identification of electrons, photons, jets
and muons and to establish the transverse energy balance in an event.

The main parts of the DO calorimeter are shown in Fig. 3.15. The central
calorimeter (CC) extends in pseudorapidity to roughly |n| = 1.1, and the two
end (forward) calorimeters, ECN (north) and ECS (south), extend coverage to
In| &~ 4. The active medium for all of the calorimeters is liquid argon and each
of the three calorimeters (CC, ECN, and ECS) is located within a cryostat
that maintains the temperature at approximately 80 K.

Each calorimeter system is divided into three sections, as shown in Fig. 3.16.

Electromagnetic calorimeter - designed to measure precisely the energy of
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Figure 3.15: An Isometric view of the D@ central and two end

calorimeter detectors, showing the organization of the calorimeter

cells [113].

the electromagnetic particles. It contains in total 65.6 mm of uranium, which
represents more than 20 radiation lengths (X" ~ 3.2mm) to capture the
overwhelming fraction of the electromagnetic energy. The electromagnetic
calorimeter is further divided into four layers; the third layer is placed where
the shower is expected to reach its maximum and the cells measure n x ¢ =
0.05 x 0.05, to provide improved spatial resolution.

Fine Hadronic calorimeter - to capture hadronic particles. As the nuclear

interaction length is much larger than the radiation length, (AY" ~ 10.5cm =
30Xy), hadronic particles typically deposit most of their energy in the outer
section of the calorimeter, which contains &~ 6.4\; of uranium and copper.

The fine hadronic calorimeter has 3 (4) layers of cells in the central (forward)
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Figure 3.16: Schematic view of a quarter of the D@ calorimeter

showing the transverse and longitudinal segmentation pattern. The
shading pattern indicates groups of cells ganged together for single
readout. The rays indicate pseudorapidity intervals from the center

of the detector [113].

region.

Coarse Hadronic calorimeter - provides the final stopping power. Coarse

hadronic modules are ganged into one or three layers.

The basic unit used for detection, a calorimeter cell, is shown in Fig. 3.17.
Each cell contains absorber plates of depleted uranium (or copper), the active
liquid argon and a copper readout pad for collecting the ionization. The surface

of the pad is held at high voltage to function as an anode; the ionization of the
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active material creates an image charge in the readout pad. When a particle
enters a cell it first passes through absorber plates, producing electromagnetic
and hadronic showers. The surviving fraction of the shower energy is sampled

through ionization in active layers.
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Figure 3.17: Schematic view of the unit cell for the calorimeter

[113].

The energy of the particle is determined by adding up the signals from
each cell. We can distinguish between different types of particles such as pions
and electrons by noting the positions of the cells in which they deposit their
energies. It is here that we can detect the neutral particles that left no trace
in the tracking detector.

The calorimeter cells are arranged and sized such that each covers roughly
an area of n x ¢ = 0.1 x 0.1.

The transverse sizes of the readout cells are comparable to the transverse
sizes of showers: 1-2 cm for EM showers and about 10 cm for hadronic

showers. The scale in n and ¢ is set by the typical size of parton jets,

AR = /An? + A¢? = 0.5. Segmentation finer than this is useful in prob-

76



ing the shapes of jets. Longitudinal subdivisions are useful since longitudinal
shower profiles help distinguish electrons and hadrons.

There are 55,296 read out channels. The readout is accomplished in three
stages.

1. In the first stage, the signals from the uranium-liquid argon detector are
transported to charge preamplifiers located on the cryostats.

2. In the second stage, the signals from the preamplifiers are transported to
the signal shaping and analog storage circuits (baseline subtracter boards or
BLSs) located underneath the cryostats. The BLSs hold the signal for about
4 ps until the trigger is available, and provide baseline subtraction to remove
any low frequency noise or pileup present in the signal. In addition, faster
shaped analog sums of the signals are picked off to provide prompt inputs
to the calorimeter trigger system for both the Level 1 and Level 2 trigger
decisions.

3. The precision signals from the BLSs are sent over 130 m to analog-to-
digital converters (ADC), and then enter the data acquisition system for the

Level 3 trigger decision and storage to tape.

3.3.6 The Muon Chamber

Since muons do not undergo hadronic interactions but only lose energy
by ionization, they are the only charged particles that can pass through the
several meters of highly dense material present in the calorimeter. To detect
these particles we have the muon detector which wraps around all the other
detectors.

The detector, shown in Fig. 3.18, consists of following parts:

Toroidal Magnets Improve the momentum resolution for high momentum

muons and allows for cleaner matching with central detector tracks. They also

7



Figure 3.18: A cut-away view of the muon system.

help in rejection of /K decays.
Proportional Drift Tubes (PDTs) The PDTs provide tracking coverage for

In| < 1.0 with an expected resolution of around 0.5 mm.
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Mini Drift Tubes (MDTs) The forward muon tracking system uses planes of
mini drift tubes and extends the muon detection to || = 2.0. The design of the
forward muon system is made of individual tubes with 8 cells of 1 cm x 1 cm
cross section, each holding one wire.

Scintillation counters Scintillator counters are installed both in the central
and forward regions. These are used for triggering, cosmic ray veto, beam

related muon rejection and track reconstruction.
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Figure 3.19: Exploded view of the muon drift tubes [113].
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Each of the last three systems has three layers called A, B, and C with
A being the innermost layer, as shown in Fig. 3.19. To measure the muon
momentum a toroid magnet is placed between the layers A and B.

The detector thickness is in the range of 5-9 interaction lengths in the
calorimeter, and in the range of 7-9 interaction lengths in the iron. The most

probable value for the energy loss of a muon in the calorimeter is 1.6 GeV and
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about 1.7 GeV in the iron. The momentum measurement is corrected for this

energy loss.

3.3.7 Forward proton detector

The forward proton detector (FPD) measures protons and antiprotons scat-
tered at small angles (on the order of 1 mrad) that do not impinge upon the
main D@ detector. During Run I, such diffractive events were tagged using a
rapidity gap (the absence of particles in a region of the detector), however a
forward particle detector is necessary for access to the full kinematics of the

scattered particle [113].

3.3.8 Luminosity Monitor (LM)

The primary purpose of the luminosity monitor (LM) is to determine the
Tevatron luminosity at the D@ interaction region. This is a very important
task as the precision of a cross section determination depends on the precision
of the luminosity measurement. This is accomplished by detecting inelastic pp
collisions with a dedicated detector. The LM also serves to measure beam halo
rates and to make a fast measurement of the z coordinate of the interaction
vertex.

The LM detector consists of two arrays of 24 plastic scintillation counters
with photomultiplier tube (PMT) readout, located at z = £140cm as shown
in Fig. 3.20. The arrays are located in front of the end calorimeters and
occupy the radial region between the beam pipe and the forward preshower
detector. The counters are 15 cm long and cover the pseudorapidity range
2.7 < |n| < 4.4.

Collision products will arrive at each set of scintillators roughly in coin-
cidence, while beam halo products passing through the detector will appear

distinctly separated.
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Figure 3.20: Schematic drawing showings LM. Left: the location
of the LM detectors; Right: the geometry of the LM counters and
the locations of the PMTs (solid red dots) [113].

The luminosity is determined from:

_IN
B

L

where, f is the beam crossing frequency, o is the effective cross section for
the luminosity monitor, and N is the average number of inelastic collisions
per beam crossing measured by the luminosity monitor. Since N is typically
greater than one, it is important to account for multiple pp collisions in a single
beam crossing. This is done by counting the fraction of the beam crossings

with no collisions and using Poisson statistics to determine N.

3.3.9 Trigger

The rate of events being produced in the detector is extremely high (many
millions per sec). Although, all the detectors we have described so far have
very fast readouts, they are still not fast enough to read all the events taking
place inside the detector and even if they could read all the events, there is
not enough disk space to save them all. Also, most of the events produced in
the detector are not interesting anyway, and we would like to get rid of them
from the beginning. All these things lead to the necessity of having an efficient
trigger system. The simple layout of the DO trigger system consists of three
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levels, as shown in Fig. 3.21. Each succeeding level examines fewer events but
in greater detail and with more complexity.

The first level consists of hardware components, the second level uses both
software and hardware, and the third level, which does a full event reconstruc-

tion, is based on software only.

Detector i s
Data 1.7MHz utters a Hz 8rs §kHz L3 Level 3 {521z |gnline
— =" paa™ Trigger ™" Host
Aot 4 ! Accept Y ¥ ¥
Level 1 | Level 2 i Tape
Trigger : Trigger : Storage

F
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Figure 3.21: Simple layout of the D@ trigger system [113]

The level 1 trigger - Level 1 uses hardware to find tracks in the CFT/PS

(called CTT trigger), transverse energy deposits and global missing energy in
the calorimeter, and muon tracks in the muon system. The muon tracks can
be required to be matched with CTT tracks, or trigger on the tracks inde-
pendently. The level 1 trigger has only 4.2us to make a decision and the rate
should be reduced to 10 kHz, from an incoming rate of about 1.7 MHz.

The level 2 trigger - The Level 2 system is comprised of two stages, a pre-

processor stage and a global trigger stage. The preprocessors identify objects
such as tracks, electrons, jets and muons. The global stage allows the first
opportunity to examine the correlation between objects, such as tracks and
leptons. The Level 2 trigger has a time budget of 100 us and must reduce the
rate to 1 kHz.
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The level 3 trigger - The Level 3 trigger is implemented entirely in software

which performs an approximate reconstruction of the event and makes a trig-
ger decision using the full event information. The Level 3 trigger has a time

budget of 100 ms and must reduce the readout rate to 50 Hz.

The trigger system is closely integrated with the read out of data. Each
event that satisfies the successive L1 and L2 triggers is fully digitized, and all
of the data blocks for the event are transferred to a single commodity processor
in the L3 farm. The L1 and L2 buffers play an important role in minimizing
the experiment’s deadtime by providing FIFO (First In First Out) storage to

hold event data awaiting a Level 2 decision or awaiting transfer to Level 3.

3.4 Performance of the DO Detector

The upgraded DO detector started taking data in 2001. All subdetectors have
been very stable and the data taking efficiency has always been 80-90%. Here
we briefly discuss the efficiency of individual detectors and their combined
effect on measuring different quantities.

At the Tevatron, some of the main particles of interest are the top quark,
W and Z bosons. The top quark decays to a W and a b quark with the
W decaying either to a charged lepton and a neutrino or to two jets. The b
quark in this decay can be tagged by measuring the impact parameters of the
decay products of the B particles. A typical distance between the primary and
secondary vertex is ~ 300um. The detector should be able to measure this
distance. The resolution of the scintillating fiber doublet is & 100 microns and

the resolution of the silicon barrels is &~ 10 microns. The transverse momentum
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Figure 3.22: Impact parameter resolution measured in data (stars)

and in simulated single muon events (dots). The line shows a fit

to the MC.

resolution at pseudorapidity n = 0 may be parameterized as [114]:

I — J0.015% + (0.0014.pr)?

pr

e.g. for a 50 GeV particle, the momentum resolution, o,,, is about 3.5 GeV.
The resolution of the impact parameter as a function of transverse momentum,
using both of these detectors, is shown in Fig. 3.22.

The relative resolution at normal incidence of the calorimeter, as a function

of energy, can be parameterized as:

9 _ a2 N?
E_\/C+E+E2

where the constants C , S and N represent calibration errors due to non-

uniformities in the response, sampling fluctuations (intrinsic performance of

the calorimeter), and noise contributions ( e.g. from uranium, the readout
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electronics, and, in collision data, the “underlying event”). Values of these
parameters (from Run I test beam studies) are given in Table 3.3. The jet
energy resolution for single electrons reconstructed only in the calorimeter is
shown in Fig. 3.23. For Run II we did not have a test beam to study the

resolution so Monte Carlo events have been used.
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an electron in the calorimeter and the pr
gle electrons [125].

of the corresponding track [126].

The magnetic field also helps to calibrate the calorimeter energy scale, and
enhances the electron identification by making it possible to compare the mo-
mentum of an electron with the energy it deposits in the calorimeter (E/p),

as shown in Fig. 3.24.

The performance of the muon system combined with the central tracker is
shown in Fig. 3.25 where the di-muon invariant mass is shown at the Z° mass.

The momentum resolution of the muon system has been studied using re-
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Particle C S N

e 0.014 0.135vGeV  0.14 GeV
™ 0.032 0.41vGeV 1.3 GeV

Table 3.3: Test-beam results for calorimeter resolution parameters.
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Figure 3.25: Z — p*p~ events. [127].
constructed muons for which a central track was associated. The momentum

resolution for muons as measured by the muon system, o(p;)/p;, varies between

0.1 for low-momentum muons and 0.5 for muons with p, > 50 GeV.
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Chapter 4

Data Reconstruction and

Object Identification

You can’t do it unless you organize.

Samuel Gompers

The detector collects and saves information in terms of hits on detecor el-
ements, from these one finds tracks, charge, momenta, and energy. In order
to know what types of particles were produced in a certain collision, starting
from these end products, we trace our way back and reconstruct the whole
event. First the base objects like leptons, jets, and missing energy are recon-
structed using information from different parts of the detector and then from
properties of these objects we construct massive particles like W, Z bosons
and top quarks. In this chapter we will see how information from different

detectors is used to reconstruct different objects.

Once data have been recorded, the offline reconstruction of the basic physics
is done by processing events recorded during online data-taking through several

steps of calculation using a software package called D@OReco.
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The first step: involves taking raw information from individual detectors
and using it to either reconstruct hits (a spatial position where a particle
deposits energy) or clusters (combination of close hits).

The second step: hits in the silicon detector and central fiber tracker de-

tectors are used to reconstruct tracks.

The third step: is vertexing. First, primary vertex candidates are found.

A primary vertex is the position where a pp interaction takes place and are
used in the calculation of various kinematic quantities (e.g. transverse energy).
Next, displaced secondary vertex candidates are identified. Such vertices are
associated with the decays of long-lived particles.

The fourth step: information from each of the preceding reconstruction

steps is combined and standard physics object candidates, such as electrons,
photons, muons, neutrinos (in the form of missing transverse energy ¥r), and
jets are created. Candidates for heavy-quark and tau decays are identified

next.

In all these steps of reconstruction two important things are kept in mind:
1) Maximization of the quality of measurements for required objects.
2) Minimization of misidentification from other objects which may mimic that
object.

Since all the detectors have some limitations or inefficiencies, the final sig-
nals are corrected for these in efficiencies.

Now we will go through the details of these steps.

4.1 Track and Primary Vertex Reconstruction

When a charged particle passes through the tracker it deposits energy in vari-

ous parts of the detector which is recorded in the form of raw signals in these
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Bend angle coresponds to the momentum of the charged particle.

Unbalanced energy in the detector is a signature of neutrino (V).

Figure 4.1: A cartoon showing behavior of different particles in

different parts of the detector.

detectors (Fig. 4.1). One of the most challenging problems in hadron colliders
is reconstruction of tracks from hits. It is challenging because at higher lumi-
nosities, like at the Tevatron, there may occur many events in every crossing
and each event in turn can produce many charged particles in a small range
of 1. This high density of tracks makes it very difficult to recognize which hit
is coming from which track.

The goal of the tracking algorithm [128, 129] is to find and fit the tracks in
a D0 event using event data from the SMT and CFT. The input event data
for tracking is a collection of hits from each sub-detector. The output is a
collection of tracks where each track contains a list of hits and one or more
kinematic fits based on this list. These are given to the vertexing package

whose output is primary and/or secondary vertices.
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Figure 4.2: Track Parameters used in global tracking. The track is

shown in red, surfaces in green, and track parameters in blue [129]

4.1.1 Track Reconstruction

Particles passing through the inner tracking sub-detectors leave their marks
either in terms of light or current. Particles traversing the Silicon Microstrip
Tracker may deposit charge in a number of conducting micro strips. Depending
on its angle of incidence, a particle passing through a layer of the Central
Fiber Tracker will illuminate either one or two fibers. This raw data from
subdetectors is what makes hits, which are typically one or two-dimensional
measurements indicating where a track crossed a surface. The typical types of
surfaces needed to describe the D@ detector are cylinders, for the fiber tracker,
and x — y and z planes for the silicon detector. Track parameters for these
surfaces are shown in Figure 4.2.

At every surface, a new cluster is added to the track. The track and cluster
errors are combined and fitted. If the x? of the fit is too high the cluster is

rejected . When a new cluster is added to the track, the track parameters
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and errors are updated and the track is “propagated” to the next surface. A
track is propagated between the surfaces by solving the equation of motion
for a track, including effects of the magnetic field. It is also important to
update the track errors for the effects of multiple scattering and energy lost in
different materials between different surfaces. When all the tracks are formed,
a number of filters are applied to clean the list of candidate tracks. These
filters reject tracks based on the overall x2, and number of missed surfaces. A
track can be rejected if it shares clusters with another track. In this case, the

track which has the lower fit x? is kept.

Surface Cylinder z — y Plane z Plane
Fixed Parameters radius, r u, ¢ z
Position Parameters @, z v,z T,y

Direction Parameters «, tanA dv/du, dz/du dz/dz, dy/dz

Curvature q/pr q/p q/p

Table 4.1: Track parameters used in global tracking [?]. See Fig 4.2

for explanation of these parameters.

Finally, for each reconstructed track in the event a list of surfaces and track
parameters at each surface is stored. Normally six parameters are needed to
describe a track at a surface: 3 position coordinates, two direction parameters,
and a curvature (or -L). These parameters, for different surfaces, are shown

pr
in Table 4.1.

4.1.2 Cluster Finding Efficiency in the CFT

To measure the cluster finding efficiency we reconstruct the tracks in the
tracker skipping one layer at a time. Then for the skipped layer we predict
the cluster position by extrapolating the reconstructed track, and look for the

CFT cluster within a certain window around the predicted position.

91



This efficiency is determined using clean tracks which have p; > 1.0 GeV and
more than 14 CFT hits. These hits are chosen to be isolated which means
that there are no more than one hit within a certain region. We choose 11
o(tracking) for the isolation and 3 o(resolution) for the window size. The
overall efficiency of the Central Fiber Tracker to find a cluster within the

expected window is more than 98%, as shown in Fig. 4.3.
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Figure 4.3: Cluster finding efficiency for the CFT [130].

4.1.3 Vertex Reconstruction

The vertex of an event is a point where almost all of the particles in the event
were produced when the proton and antiproton collided (see Fig. 4.4). Having
a precise position for the vertex is very important in the event reconstruction.
The dimensions of the beam from the Tevatron are of the order of tens of mi-
crons in the transverse direction and tens of centimeters (o ~ 25cm) along the

beam direction. This limits the position of the vertex in the transverse plane
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Figure 4.4: An illustration of primary and secondary vertices inside

the detector.

by the size of the beam spot but there is little constraint in the longitudinal
direction.

There are two main steps in vertex reconstruction:

Step one: The vertex is reconstructed by grouping tracks which approach
each other near the beam axis. The fitting procedure begins with the highest
pr-track and forms clusters of tracks by adding new tracks less then 2 cm away
from the center of the cluster in z.

Step two: For all of these reconstructed vertices, the probability for a vertex
to originate from a minimum bias interaction is calculated. This calculation
is based on the fact that tracks from a minimum bias interaction have smaller

pr than tracks from hard scatter interactions .

Tracks used in primary vertex reconstruction must have pr > 0.5 GeV,
at least two SMT hits, and a distance-of-closest-approach (DCA) significance
from the beam spot less than four. In order to ensure the quality of the event

reconstruction, the primary vertex is required to have at least three tracks. It
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is also required to be within the volume of the silicon detector, |2y < 60.0| cm.

More detail on vertex reconstruction can be found in [131] and [132].

4.2 Identifying Electrons

When an electron passes through the detector, it is expected to make a track
in the central tracking system and EM showers in the calorimeter. Its energy
should be contained in a small group of cells in the calorimeter, as showin in

Fig. 4.1. Electron identification can be divided into the following steps:

e Reconstruction of clusters

e Matching a track

e Constructing electron likelihood
e Measuring efficiencies

e Applying corrections

These steps are expalined in detail in the references [133]. Here we give a
brief description of each one of these steps.
Reconstruction of Clusters in different regions of the calorimeter is done by

defining an “electromagnetic” cluster as a set of towers in a cone of radius

R = /AR + Ap2 = 0.2

around an initial tower, selected on the basis of its energy. Clusters from real
electrons are expected to deposit a large fraction of their energy in the EM
calorimeter. Also, the longitudinal and lateral shower development is expected
to be compatible with that of an electron. A y? is attributed to each cluster
based on the comparison of the values of the energy deposited in each layer
of the EM calorimeter and the total energy of the shower with average dis-

tributions obtained from simulation. All of these considerations lead to the
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Figure 4.5: Efficiency to find a track associated with an EM cluster
in CC (left) and EC (right) regions of calorimeter, as a function of

di-electron invariant mass [131].

following criteria for EM cluster selection:

and

fo = Eit(R < 0.4) — Egm(R < 0.2)
o= Fgu(R < 0.2)

where, FEi, is total energy within the cone and Egy is the energy in the

< 0.15,

electromagnetic calorimeter.

Matching a Track: Once the EM cluster in the calorimeter is well identified,
we enhance this identification by using information from the tracking system.
The electron is required to have an associated track which satisfies an initial

selection:

|A¢EM,Track‘ < 005, |A77EM,Track| < 0.05.
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Electron Likelihood: This is a discriminant based on important variables

that have different shapes for signal and backgrounds, [134]. It is defined as:

Piig()
Piig(x) + Poig()
Where Py4(x) and Pyg(x) are the probabilities that a given EM object is

L(z)=

from signal or background. Making use of this information from shapes of
different distributions enables us to identify good electrons and separate them
from backgrounds more efficiently than applying simple cuts on these vari-
ables. The suggested electron likelihood cuts are:

Lee > 0.75

Lee > 0.8

Efficiencies: The efficiency of the selection cuts have been measured in
z — ee data , using a tag and probe method, where all the cuts are applied
on one of the electrons (called “tag”) and efficiency is measured for the second
electron (called “probe”). The efficiency to find a track associated with an
EM cluster, in data, for the CC and EC regions of the calorimeter, is shown
in Fig 4.5.

and overall efficiencies for these cuts are found to be [135]:
elhood == 89 1 :i: 0 4[Stat ] :i: 0 5[8y8t ]%

eh¢ = 86.3+ 0.7[stat.] + 0.8[syst.]%

Corrections The energy measurements in the calorimeter are corrected for
non-linearities in the readout electronics. Also, energy lost by electrons in
the material in front of the calorimeter is parameterized as a function of 7
and electron energy. This parameterization is used to correct the data, using
detailed simulations. The electron energy is also corrected for geometrical

effects in the calorimeter [136].
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4.3 Identifying Muons

Muons, being minimum ionizing particles, do not shower like electrons or
hadrons inside the calorimeter. Thus the reconstruction of muons is done
by using information from the muon system and the central tracker alone.

A local track in the muon system is the basis of the muon identification.
The muon is required to have hits in all three layers A, B, and C. Tracks
are constructed from segments in layers B and C by searching for matching
segments in the A layer. An estimate of the muon’s momentum is obtained
from the bending angle through the toroid.

A signature in the calorimeter is used only for measuring identification
efficiencies. A veto on cosmic muons is applied by requiring the time difference
between scintillator hits in the B or C layer and the A layer to be consistent
with a muon coming from the interaction region (6¢ > —10ns).

Like electrons, muons are also required to be isolated in the detector.

4.4 Hadronic Particles (a.k.a Jets)

All quarks and gluons (strongly interacting particles) are materialized, through
fragmentation and hadronization, as jets of hadrons (m, K, p, etc.). Data
on the mean number of charged particles emitted from colliding beams as a
function of center-of-mass energy, /s, is shown in Fig. 4.6. It shows, to a
first approximation, that the average number of charged particles < N, >
increases as Iny/s. As you can see there is no entry for D@ on this plot,
but we can roughly extrapolate and see that the average number of charged
particles at /s = 1.96 TeV is about 40-50.

Since the emitted particles are mostly pions (7%, 7, 77), the total emitted
particles are expected to be, on average, 2/3 charged and 1/3 neutral. Neutral

pions quickly decay into two photons. These photons then participate in the
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Figure 4.6: Mean number of charged particles as a function of the

center of mass energy /s [8].

hadronic cascade as an electromagnetic component.

The average number of particles in a jet < N > versus pr,,, is similar to
< N > versus /s in Fig. 4.6. High pr jets are well collimated, hence easily
recognizable [137].
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Jet reconstruction starts with seed towers which are composed of the sum
of all cells which share the same pseudorapidity (n) and azimuthal angle (¢).
Only towers with positive energy are kept as seeds and a cone of radius R =
VAN? + Ap? = 0.5 is chosen around the position of the seed [138, 139]. Once
cells are clustered, further quality selection cuts are applied to each jet.

To remove isolated electromagnetic particles a cut on the fraction of energy
deposited in the electromagnetic section of the calorimeter (EMF) is applied
at 0.05 < EMF < 0.95.

To remove jets which clustered around noise in the coarse hadronic section,
a cut on the fraction of the jet energy deposited in the coarse hadroninc section
(coarse hadroninfc fraction CHF') is applied at CHF' < 0.4. Also, to remove
those jets clustered from hot cells, a cut on the ratio of the highest to the
next-to-highest transverse energy cell in the calorimeter (HotF) is applied
at HotF' < 10. To remove those jets clustered from a single hot tower, the
number of towers containing 90% of the jet energy (n90) is required to be

greater than 1.

Jet Energy Scale

Even though the calorimeter is very effective at absorbing the hadronic energy
of the jet, because of non-linearities, dead material, noise and showering effects
and because of the difference in calorimeter response to electrons and pions,
the measured energy in a jet cone is not equal to the original particle energy
and we need to correct for this difference.

The correction can be written as:

Euncor'rected o Off

E(_:o'r'rected — jet
get Show x Resp

where:

Off — Energy OffsetIs the correction for energy in the clustered cells which

99



is due to noise, underlying events, multiple interactions, energy pile-up and
uranium noise and can provide an offset to the energy of the jet. Basically,
this is energy not associated with the hard scattering. This term is determined
using zero bias and minimum bias data.

Show — Showering Corrections The finite size of the cone used for clustering
will certainly exclude a fraction of the jet energy. Showering corrections take
into account the energy emitted outside of the jet cone because of detector,
dead material, etc., but does not take into account physics showering outside
the jet cone.

Resp —Calorimeter Response Hadronic showers may lose energy in ways
which do not provide visible ionization. The response to electromagnetic and
hadronic particles may therefore be unbalanced. This correction is obtained
by using pr balance in v+ jet events, cross checked using Z + jet events. The

corrections for data jets are shown in Fig. 4.7.

Correction for a Tagging Muon and its Neutrino

When a heavy flavor hadron has a muon and neutrino in the decay chain,
some energy is carried out of the calorimeter, leaving the calorimeter-only mea-
surement of the particle energy lower than it should be. The momentum from
the muon is added back to the jet momentum, along with some approximation
to the neutrino momentum, andthe energy deposited in the calorimeter by the

muon is properly account for so as not to double count it.

Jet-Electron separation

Jets which have a very large electromagnetic fraction may be reconstructed

as electrons or photons. Or, conversely, electrons and photons, which over-
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Figure 4.7: Correction to energies of jets in the data , as a function
of jet Er (upper left) and n (lower left), with corresponding errors

in the correction (right) [141].

lap with hadronic activity, may be reconstructed as jets. All objects which
are reconstructed as electrons or photons are treated with the electromagnetic
energy corrections. Jets which do not overlap with any of the electromag-
netic options (R = /A@? + An? > 0.5) are treated with the jet corrections

described above.

Jet Energy Resolution

In order to measure the jet energy resolution, two different sets of data are

used: for high energy jets (pr ~ 50 GeV), a dijet event sample is used; where
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as for low pr jets (pr < 50 GeV), back-to-back photon-jet events are used.
In the case of high pr jets, the distribution of the transverse momentum

asymmetry variable, A, is studied. For a dijet sample, A is:

_ |Pr1 — P12
P11+ P12
The width of the distribution in A, o4, obtained from a Gaussian fit with

a mean value set to zero, gives the jet pr resolution.
In the case of low pr jets, the asymmetry variable is defined as:

et — p}
Py

A=

Y

making use of the fact that the resolution for photons is much better known
than for jets. For details see Ref. [131]. The resolutions from these two meth-

ods are combined and fitted using the formula:

br br pzT

The energy resolutions for data jets are shown in Fig. 4.8.

4.5 Measuring Missing Energy

Among the particles we have encountered so far, the neutrino is the least
interacting one. It does not leave any trace in the detector and the only
way its presence can be inferred is the from imbalance of the energy of the
event transverse to the beam direction. This missing transverse energy is
reconstructed from the vector sum of the transverse energies in calorimeter cells
with positive energies. The opposite of this vector sum is the measured missing
Er vector and its modulus is the raw missing transverse energy (E7"*").

In events with both electromagnetic objects and jets, this imbalance trans-

lates directly into missing transverse energy. As a jet energy scale (JES)
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Figure 4.8: Jet pr resolution in different regions of pseudorapidity

(n) in data [131].

correction is derived for all good jets, it can also be applied to the missing

transverse energy.

In order to do so, the absolute JES correction applied

to all good jets is subtracted from the K; vector. The resulting modulus is

called the calorimeter missing transverse energy. This calorimeter-only miss-

ing transverse energy (

cal
T
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photons, jets, and muons in the event.

Electrons and photons: The calorimeter cluster energy for EM candidates
is subtracted from Z$* and then the EM-scale corrected energy is added.

Jets: The response part of the jet energy scale correction applied to good
jets is also applied to the missing transverse energy. This quantity is called
Zr.

Muons: As a muon is a minimum ionizing particle throughout the entire
detector, it will deposit only a small amount of energy in the calorimeter. Its
presence can thus also fake missing transverse energy in the calorimeter. The
momentum of track-matched muons is subtracted from the missing transverse
energy vector, correcting for the energy deposited in the calorimeter by the

muon. This correction is done for isolated muons.

A detailed description of the procedure can be found in Ref. [131].

4.6 Identifying Heavy Flavored Jets (“b/c tagging”)

Hadrons containing b-quarks have sufficient lifetime that they travel some
distance before decaying (cr ~ a few mm). Identifying a jet with a b (or c)
quark in it is very important. In particular, top quarks (almost always) decay
to a b quark, and the Higgs boson, if light enough, is expected to decay into
b quarks more than any other particle. Identifying b-quarks helps identify the
decays of these particles.

Identifying a jet with a b(c) quark in it is referred to as b(c) tagging. b
tagging is not an easy task. In D@, a few different methods are used to
identify b jets but none of these methods is more than 60 — 70% efficient. A
lot of effort is devoted to study b-tagging. The goal is not only to maximize
the efficiency of how often a b jet is identified successfully but also to minimize

the misidentification of other jets as b jets. The main taggers used at D@ are:
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e Soft-Lepton Tagger “SLT,” which looks for a muon associated with a
jet. The muon is expected to come from a B hadron decay or the cascade

charm decay.

e Secondary-Vertex Tagger, “SVT”, a track-vertex reconstruction algo-

rithm, looks for the secondary vertex in the event.

e Jet-Lifetime-Probability Tagger “JLIP,” a track impact-parameter based

algorithm.

e Counting Signed Impact Parameter (CSIP) method, which looks at the

sign of the projection of the impact parameter onto the jet direction.

The secondary vertex tagger (SVT) relies completely on the tracks in the
event. Since tracking efficiencies in high-activity environments like jets are
higher in Monte Carlo than in data, we have to define procedures to calculate
the proper tagging efficiencies and fake rates in Monte Carlo.

Since this analysis uses Secondary-Vertex tagging we will discuss SVT in
some detail, for more details and for other tagging methods see Refs. [142,

143, 144, 145).

4.6.1 Secondary Vertex b-Tagging algorithm

The secondary vertex b-quark tagger (SVT) looks for track-vertices displaced
from the primary vertex. For convenience, the probability for a jet to be tagged

can be broken down into two components:

e Taggability, the probability for a jet to be taggable, is a jet-quality-
sensitive component (ses Sec. 4.6.2). Taggability can also depend on the

flavor of the jet.

e Tagging efficiency, the probability for a taggable jet to be tagged, which
also depends on the flavor of the jet (ses Sec. 4.6.3).

105



The probability for a given jet of flavor « (b, ¢, light) to be tagged is the product
of the taggability (g49g(a) (P, 7)) and the tagging efficiency (eq(pr,n)):

Pa(pTa 77) = Etagg(a) (pTa 77) : ‘Sa(pTa 7]) ’ (41)

Since the dead detector material and noise in the central tracking system
are difficult to simulate, the straightforward MC-based calculation for tagging
efficiency will overestimate tracking efficiency, in particular within jets. Thus
the tagging algorithms are not applied directly to Monte Carlo events, instead
the so called Tag Rate Functions (TRFs) are used to estimate the number
of tagged events in Monte Carlo samples. These give the average probability
that a taggable jet passes a tagging algorithm as a function of the jet’s Er
and 7. Flavor-Dependent TRF's are applied to Monte Carlo jets to determine
their probability to be tagged. For each jet, one finds the Monte Carlo particle
closest to that jet. Depending on the type of particle found, a bottom TRF,
charm TRF, or light-quark TRF is applied to the jet as a function of its Ep
and 7. The light-quark TRF (which includes u,d, s, and gluons) is a mistag
rate since there is no heavy flavor present. The bottom and light-quark TRF's
are determined from data. The charm TRF is determined from a combination
of data and Monte Carlo events.

The main steps of the SVT tagging algorithm are described here.
A simple Vj-removal algorithm (developed for the CSIP b-tagging algorithm)
is applied to the tracks first. This removes most K,’s, A’s, and photon-
conversions.
Track quality cuts are then applied to the remaining tracks. Tracks are re-
quired to have two SMT hits, pr > 1.0, impact parameter significance > 3.5,
and a track x? > 10.

A simple cone jet-algorithm is used to cluster the tracks into track-jets,

and then a Kalman filter algorithm is used to find vertices using the tracks
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in each track-jet. The distance between the primary vertex and the found
secondary vertex (known as the decay length, L,,), along with its error (oy,,),
is calculated, taking into account the error on the primary vertex position.

If the decay length significance L,,/or,, is more than 7.0, then the found
vertex is considered a tight tag. A calorimeter jet is considered tagged if
AR < 0.5, where AR is the separation between the jet axis and the line
joining the primary vertex and the secondary vertex.

In order to characterize the performance of the tagger, three different ver-

sions of b-tags are defined on the basis of their efficiencies versus mistag rates.

e TIGHT
¢ MEDIUM
¢ LOOSE

4.6.2 Taggability

A jet is taggable if it is matched within AR < 0.5 to a track-jet, where a
track-jet is a good quality jet which also passes requirements on tracks and
hits in the detector. A jet is required to be taggable before teh SVT algorithm
is applied.

Taggability-Rate Functions (TRF) give the average probability that a jet is
taggable as a function of the jet’s Ep and n. Tracking and related variables are
not well simulated by the Monte Carlo model, and so the taggability algorithm
cannot be applied directly to Monte Carlo jets. These functions are measured
using data and are applied to Monte Carlo before the flavor-dependent tag-rate
functions are applied. The taggability distribution and the one-dimensional
functional parameterizations are shown as a function of jet pr and 7 in Fig. 4.9.

Er+jets (EM1TRK) data Sample, which requires low missing Er < 10 GeV
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along with two good jets, and QCD data sample, which requires two good jets

is used to calculate this efficiency.

':I....l;........lll.......lﬂ.

Figure 4.9: Jet taggability as a function of jet Er (up) and n (down)

for the e+jets data. Curves indicate the fit and its 1 o error band.

The systematic uncertainty assigned to the taggability measurement, com-
prises the statistical uncertainty of the fit to derive the parameterizations and
the sample dependence of the taggability. The dependence of the taggability
on the description of the underlying event (Tune A [?]) is also used to assign

a systematic uncertainty on the flavor dependent correction.

4.6.3 Tagging Efficiency

SVT b Jet Tagging

The SVT tag-rate function for b quarks is derived from a muon+jets data
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templates.
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sample with pr(p) > 8 GeV. Three methods are used to determine the heavy-

flavor content and thus the tagging rate for b jets.

rel rel

o Muon pft Single-Tag Fit. pif shapes for b-quarks, c-quarks and light
quarks are determined from Monte Carlo samples. The b-quark content

is determined using these fits and the SVT tag-rate of the away jet.

e Muon p5' Double-Tag Fit. Similar to the previous method, but both the
muon-jet and the away-jet are required to be tagged. Though statistics

are lower, the pi¢! fits are more stable.

o System 8. A set of eight nonlinear equations that play two independent

tagging algorithms off each other (SLT and SVT).

rel

The muon p}* shapes in data are fitted to the Monte Carlo-generated shapes
to determine the b-quark content. There are nine different shapes for light
quark jets, charm quark jets, and b-quark jets — each flavor is split by both jet
E7 and also jet n. Light-quark templates are approximated by using a tracks-
in-jet trigger (or EMQCD) data, c-quark templates are approximated from
Z—ce— . and tt Monte-Carlo simulations, and b-quark templates are approx-
imated from Z—bb—p and tf Monte-Carlo simulations. For each flavor, the
templates are subdivided according to the muon py and jet Ep range.Sample
plots are shown in Fig. 4.10.

The left-hand plot in Figure 4.11 shows the performance of the SVT_Tight
algorithm on b-jets as a function of the jet Er for each method for all values
of . The final tag rate is the weighted average of the three methods. The
systematic uncertainty on the TRF is taken to be the spread between the three
results. The right-hand plot in Figure 4.11 shows the same thing, but as a
function of jet . This uncertainty is about 6.5% in the central region.

The tag rate derived above is for jets with a muon nearby. This is a side

effect of the pr(u) > 8 GeV cut discussed above. To determine the TRF for
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Figure 4.11: The b-quark tagging efficiency for the SVT Tight (upper plots),
MEDIUM (middle plots) and LOOSE (lower plots) tagging algorithm as a

function of jet E7 (left) and n (right) as measured on data [143].
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SVT LOOSE Muon Jets DATA Efficiency SVT LOOSE DATA Inclusive Efficiency

Figure 4.12: 2D parameterization of the tag rate functions for

LOSSE, MEDIUM, and TIGHT tags [143].

hadronic jets without a nearby muon, a scale factor is derived from Monte
Carlo. A TRF is derived for b-quark jets with and without a close by muon,
and the ratio of these factors is used to scale the TRFs determined from

data. The two dimensional parameterization of TRFs in 7 and pr is showin
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in Fig. 4.14.

The uncertainty on the scale factor is taken to be the uncertainty on the
two Monte Carlo tag-rate functions that are input to the scale factor. The two

are added in quadrature.

SVT Charm-Flavor Jet Tagging

An effective method of determining the charm quark tagging rate in data
has not yet been found. To get around this, the charm and b-tagging ratio
from Monte Carlo is used to scale the b-quark tag rate determined from data.
The average ratio of b/c TRF's in Monte Carlo is 0.25. The ratio is calculated
bin-by-bin (in jet Er and ) when it is used to calculate the probability that
a charm jet gets tagged.

ll‘ ll‘
0.035] 0.035]
0.03 + 0.03[
00250 0.025)
0.02F 0.02F- +
0.015[ 0.015) 1
001 0.01F
0005 0.005]
OE\\\\\\\\\\\\\\\\\\\\\ OE\\\\\\\\\\\\\\\
20 20 60 80 20 40 60 80

100 100
Jet p; GeVic Jet p; GeVic

Figure 4.13: The negative tag rate in the CC and EC, as a function
of jet Er for the SVT TIGHT tagging algorithm [143].

SVT Light-Flavor Jet Tagging

The light-quark tag-rate function is also calculated from data. Light-quark
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tags are assumed to be mostly from tracking effects (resolution, reconstruc-
tion, etc.). The tagging algorithm normally requires a reconstructed secondary
vertex to be in front of the primary vertex (along the jet axis). However, tags
due to track mis-reconstruction and resolution will originate as often behind
as in front of the primary vertex. Secondary vertices tagged and reconstructed
behind the primary vertex are called negative tags, those in front are called
positive tags. The light-quark tag-rate function is mostly a parametrization of

the negative tags in the sample.

lALL: inclusive b-tagging efficiency vs. light quark tagging efficiencyl

E 06F
2 EC
E
0.5:_
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0.1;-

N [ PP I I EEPI I B BN
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Light quark Tag Rate

Figure 4.14: Inclusive SVT tagger efficiency versus light quark tag
rate [143].

The light-flavor tag-rate function is parametrized in E7 only, but in three
bins of n (CC, ICD, and EC). The efficiency of this method can be found in
Ref. [142].

The negative tag rate is calculated on two data samples, an unbiased jet-
trigger sample, and the multi-jet (EMQCD) sample. The average of the two
is taken and the spread is used as an error. Figure 4.13 shows the negative

tag-rate as a function of jet Fr in the CC and EC 75 regions. The inclusive
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secondary vertex tagger efficiency for LOOSE, MEDIUM, and TIGHT tag,
versus light quark tag rate is shown in Fig. 4.14.
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Chapter 5

Monte Carlo Samples

In this chapter we describe the Monte Carlo (MC) event simulation and the

Monte Carlo samples used for different backgrounds to single top.

5.1 Monte Carlo Simulation and Monte Carlo Samples

The generation of Monte Carlo events involves multiple stages. The first step
is the simulation of a physical process, a pp collision producing a particular
final state. The next step is to trace the particles through the detector and
simulate their energy deposition and secondary interactions. For this step we
use, DOG-STAR, a program based on the the CERN program GEANT (ver-
sion 3.21) [146]. After the particles from the simulated reaction have been
traced through the detector, the energy deposition is converted to the form
that the real data takes when processed through the D@ electronics. Detec-
tor inefficiencies and noise (from the detector and electronic readout) must
be taken into account. Monte Carlo data is then run through the same data
reconstruction software to produce simulated events in the same format as the
true events. Finally, the correction are applied to account for the differences

in data and MC.
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5.1.1 MC Simulation

To start with, the parton-level samples are processed with PYTHIA [147] for
hadronization, particle decays, and modeling of the underlying event, using
the CTEQS5L parton distribution functions. Tau leptons are decayed using
TAUOLA [148] and B hadrons are decayed using EVTGEN [149]. The gener-
ated events are processed through a GEANT-based [146] simulation of the DO

detector.

5.1.2 Monte Carlo Samples

Signal

The CompHEP [151] matrix element generator has been used to model single
top quark signal events. Each sample includes both top and antitop contribu-
tions, in equal parts. The top quarks decay to a W boson and a b quark. The
W bosons decay to e and 7 or to  and 7. The 7’s decay to either e or p with
branching fractions given in Ref. [152]. No parton-level cuts were applied when
the events were generated. The CTEQ6M PDF set [153] was used. The scales

for production were Q? = M2  for the s-channel samples and Q* = (M,,/2)?

top
for the t-channel samples. These choices correspond to where the leading oder
(LO) and next-to-leading order (NLO) cross section calculations are equal.
For these samples, M., = 175 GeV and /s = 1.96 TeV.

We include not only the leading order Feynman diagrams in the event
generation but also the additional gluon radiation NLO diagrams in order

to reproduce NLO distributions. For the ¢-channel sample, we furthermore

include both the leading order diagrams (Fig. 2.4) explicitly, generating W-
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gluon fusion events for the region of phase space where the b quark from
gluon splitting has prb > 17 GeV. For the yield estimates, the sample of thus
generated events is normalized to the NLO cross sections from Table 2.1. Both
the s- and t-channel simulations include all spin information in the production
and decay by generating all the 2—4 and 2—5 diagrams (i.e., including the
decay for the ¢ quark and W boson).

Fig. 2.12 shows the transverse momenta and pseudorapidities for the par-
tons in our Monte Carlo models of the s-channel and ¢-channel single top
processes, after decay of the top quark and W boson.

Figure 5.1 shows how the combination of the 2—2 process with the 2—3
process in the ¢-channel [154] produces the wide-but-central rapidity distribu-
tion of the low-pr b quark shown in the last plot of Fig. 2.12. The combination
is achieved by using the 2—2 process when py(b) < 10 GeV, and using the
2—3 process when pp(b) > 10 GeV. This creates NLO distributions for this

process.

CompHEP (tqb+ISR) and Pythia (tq+ISR) processes, P;b cut = 10 GeV

[pb/G

— SUM
CompHEP P:b>10
PYTHIA P;b<10

doidy, [pb

doldB( b) ,
=
o
T

50 60 -6 - -
P(b), [GeV] ¥

Figure 5.1: The transverse momentum and rapidity distributions
of the low-pr b quark produced with the top quark in the ¢-channel

from the 2—2 and 2—3 processes and their combination.
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The Monte Carlo Event Sets

Cross Section Branching Number Int. Lum.

Event Type [pb] Fraction of Events [fb=1]
Signals

tb—e+jets 0.88+0.14  0.1309+0.0026 32,500 278

tgb—e+jets  1.98+0.30 0.1309+£0.0026 33,000 125
Backgrounds

tt—1+jets 6.77+1.22  0.4444+0.0089 191,300 64

tt—ll 6.77+£1.22 0.1111 £ 0.0089 97,750 131

Wbb 3.35+0.60 0.1309+0.0026 99,500 227

Wij 287.0£51.7 0.1309+0.0026 189,500 5

WW—lvjj  2.67+£0.06 0.3928 £0.0079 23,000 22

WZ—lvjj 0.82+0.73  0.3928+0.0079 23,000 71

Table 5.1: The cross sections, branching fractions, initial numbers
of events, and integrated luminosities of the Monte Carlo event

samples.

Backgrounds

W +jets

These include W35 and Wbb Monte Carlo samples. The W jj sample in-
cludes Wej and Wee; the ¢ is massless. The samples were generated with
ALPGEN [102], a leading-order generator that includes the spins of the par-
ticles by using a full 2—6 calculation, at the parton level with the following
parton-level cuts: pr(j,c,b) > 8 GeV, |n|(j,c,b) < 3, and the jets should be
apart by AR(j,7;J,¢; ¢, ¢;b,b) > 0.4. The events were then processed through
PYTHIA for initial state radiation (ISR), final state radiation (FSR), addition

of the underlying event, hadronization of the partons into jets, and decay of
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the b’s and ¢’s. Pythia allowed gluons to split into ¢ and bb, which filled in
the low pr and low AR regions not included at the Alpgen stage. The diboson
samples (WW — lvjj and WZ — lvjj) were produced in a similar manner.

Since the W+jets background is normalized to data (see section 7.1.2), it
includes all sources of W+jets events with a similar flavor composition, in
particular Z-+jets events where one of the leptons from the Z decay was not

identified.

tt Background

Top quark pair production contributes as a background both in the [+jets
and in the dilepton decay channels. samples were generated with ALPGEN
version 1.3.

We normalize these Monte Carlo backgrounds to the NNLO cross sec-
tion [104].

Multijet Background

Part of the background comes from jets that are misidentified as isolated
leptons. In the electron channel, this background is produced by jets that
typically contain a leading 7°, which together with a randomly associated
track is mis-reconstructed as an isolated electron.

This background is completely determined from data using a data sample

dominated by multijet events (see section 7.1.1).

Table 5.1 summarizes the cross sections, branching fractions, initial numbers
of events, and integrated luminosities of the Monte Carlo event samples for

the single top analysis.
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5.2 MC Correction Factors

The Monte Carlo simulation does not model the data well enough to be able
to use acceptance calculations directly from the MC. We apply the following
correction factors to each MC event so that the MC reconstruction efficiency

matches that found in data:

e The efficiencies for reconstructing a primary vertex vary slightly between
Monte Carlo events and data. We correct the Monte Carlo reconstruction
efficiency to make it match data with the following factors: eyerex =

(100.8 £0.6)% . Measurement of these factors is described in Ref. [150].

e The efficiencies for finding an EM cluster in data, and for it passing
cluster identification, track match, and likelihood, as well as the methods
used to evaluate them are given in Ref. [131]. All efficiencies are measured
using Z—ee data. The electron-ID cuts are also applied to Monte Carlo
electrons, but the corresponding efficiencies are mostly over-estimated.
We therefore correct for this bias by applying a correction factor to Monte

Carlo electrons:

Z_’_Data EDa‘ta 6Data 8Data gData
e _ Cluster EMF,Isol Trackmatch Track—PV Likelihood
e—ID — gMonteCarlo gMonteCarlo gMonteCarlo eMonteCarlo 8MonteCarlo
Cluster EMF,Isol Trackmatch Track—PV Likelihood
0.960 o 0.997 o 0.913 < 0.991 x 0.891
0.976 0.984  0.966 ' 0.957
= 0.869 £ 0.021

Ee—ID = (869 + 21)%

e The reconstructed fully-corrected energy of jets from the simulation of the
detector performance does not match that seen in data. Specifically, the

jet energy resolution is too good and there is a small offset not corrected
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Figure 5.2: Jet pr resolution in different regions of pseudorapidity

(n) in Monte Carlo [131].

by the jet energy scale. Therefore we smear the energies of the Monte
Carlo jets to make the resolution match the data. The jet pr resolution in
different regions of pseudorapidity (1) in Monte Carlo is shown in Fig. 5.2
and correction to energies of jets in the Monte carlo, as a function of jet

E7 and n are shown in Fig. 5.3.
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Figure 5.3: Correction to energies of jets in the Monte carlo, as a
function of jet Er (upper left) and n (lower left), with correspond-

ing errors in the correction (right) [141].
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Chapter 6

Event Selection

Survival of the fittest!

Anonymous

In this chapter we will describe the selection criteria for events. The selec-
tion cuts are designed to remove mis-reconstructed events and to keep only
those that have the same final state objects in them as expected in the signal.
The main goal is to get rid of as much background as we can while keeping
signal acceptance as high as possible. This chapter is divided into three parts:
trigger selection, selection before jet flavor tagging and selection of events
which contain one or more b-tagged jets.

The data used for this analysis were taken between August 2002 and August
2004. Total delivered luminosity in this period was ~ 480pb~! , out of which
~ 430pb~! was recorded by D@. After rejecting events for which quality of
any part of the detector was not satisfactory, the total good reconstructed

luminosity is 366.3pb~".
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6.1 Data Quality and Trigger

The first step is to make sure that the data we are going to use for the analysis
is of good quality, i.e. all the relevant detector parts were working well during
the data taking process.

The second step is to separate out events that have at least one electro-
magnetic (EM) object, which can be an electron or a photon, and at least
2 jets with transverse momentum (FE7p) greater than 15 GeV. The triggers
used for this selection are summarized in Table 6.1. The event trigger for
the e+jets channel requires an electron and a jet both at Level 1, 2 and 3
(apart from trigger list vl2and v13). Details of these triggers can be found
in [155, 156, 157, 158, 131].

Triggers used in the Single Top Analyses
Trigger Trigger

version Name Level 1 Level 2 Level 3

v13 E1_.SHT152J25 CEM(1,11) — ELE_SHT(1,15)-

v12 E1_SHT15.2J20 CEM(I,ll) — ELE_SHT(1,15)_
JET(2,20)

v8.2-vil EMI15.2JT15 CEM(1,10)-CJT(2,5) EM(.85,10)_JET(2,10) ELE_LOOSE_SH_

T(1,15)_JET(2,15)

Table 6.1: Summary of triggers used in trigger for the e+jets chan-

nel.

For data recorded using trigger list versions 8.2 to 11 during the period
of August 2002 to July 2003, events are required to have fired the specific
trigger EM15_2JT15. At Level 1, events must contain at least one electromag-
netic trigger tower with energy greater than 10 GeV (CEM(1,10)) and two
calorimeter jet trigger towers with energy above 5 GeV (CJT(2,5)). At Level
2, events must contain at least two jets with Er >10 GeV (JET(2,10)) and
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at least one electromagnetic object with Er > 10 GeV and electromagnetic
fraction greater than 0.85 (EM(.85,10)). One loose electron satisfying a trans-
verse shower shape and with Er > 15 GeV (ELE_LOOSE_SH_T(1,15)) must
be present at Level 3 in addition to two jets with Er > 15 GeV (JET(2,15)).

For trigger list versions 12 and v13, events must satisfy the specific trigger
E1_SHT15.2J20. At Level 1, events must contain at least one electromagnetic
trigger tower with transverse energy above 11 GeV (CEM(1,11)). There are
no Level 2 requirements. At Level 3, events must contain at least one electron
defined with a tight shower shape cut and Er > 15 GeV (ELE_SHT(1,15)).
In addition, at least two Level 3 jets with E7 > 20 GeV must be present in
the event (JET(2,20)).

The break down of luminosity in different trigger versions is given in Ta-

ble 6.2.

Trigger version Luminosity (pb—!)

8.2-11.0 110.6
12.0 209.8
13.0-13.3 45.8

Table 6.2: Break down of this luminos-
ity into different trigger versions for the

e+jets channel.
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6.1.1 Application of the Trigger Thresholds to Monte Carlo

Trigger efficiencies for our events are calculated using single-object (electron,
muon, jet, etc.) trigger efficiency curves measured on data and applied to
Monte Carlo events. Details of the method and its implementation can be
found in Refs. [155, 158, 131].

The probability of a single object to satisfy a particular trigger requirement
is measured using the following general procedure. The first step consists of
identifying a sample of events unbiased with respect to the trigger require-
ment under study. Online reconstructed objects are then identified in the
events. The efficiency is obtained by calculating the fraction of these online
reconstructed objects that satisfy the trigger condition under study. Single
object efficiencies are in general parameterized as a function of the kinematic
variables pr, n and ¢ of the online reconstructed objects.

The method used to combined single-object turn-on curves is summarized
below. The total event probability for an event to pass level 1 (L1), level 2
(L2), and level 3 (L3) triggers, P(L1, L2, L3), is calculated as the product of
the probabilities for the event to satisfy the trigger conditions at each triggering
level,

P(L1,L2,L3) = P(L1)P(L2|L1)P(L3|L1, L2)

where P(L2|L1) and P(L3|L1, L2) represent the conditional probability for an
event to satisfy a set of criteria given it has already passed the requirements
imposed at the previous triggering level(s). The total probability of an event
to satisfy a set of trigger requirements is obtained assuming that the proba-
bility for a single object to satisfy a specific trigger condition is independent
of the presence of other objects in the event. Under this assumption, the con-
tributions from different types of objects to the total event probability can be

factored out such that
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P(objectl, object2) = P(objectl)P(object2)

Furthermore, under this assumption, the probability (P) for at least one
object to satisfy a particular trigger condition, out of a total of N objects
present in an event, is given by

p=1-T["0-P)
i=1

where P; represents the single object probability. It can be shown that the
probability of at least two objects to satisfy a particular trigger condition, out

of a total of N objects present in an event, is obtained using

P=1-T"a-pr) - A I “0-P)

=1 i=1 j=1,j#¢
The average efficiencies of the trigger for preselected tb—e+jets and tgb— e+jets

events are 85.5% and 84.7% respectively.

6.2 Selection Before b-Tagging

Event selection begins after all corrections have been applied to the data.
These corrections include the EM and the jet energy calibration. It is required
that the primary vertex (2zyertex) for the event must be within the tracking
fiducial region, |zyertex| < 60 cm, which allows for a sufficient number of tracks,
Niracks > 3, associated with it to be properly reconstructed. Other main

selection cuts are listed below:

e One isolated electron with Pr > 15 GeV.

We require exactly one isolated electron in order to reduce the back-

grounds from ¢tt, WW, WZ, and Z/~ decays to dileptons.

e Electron pseudorapidity |n| < 1.1 for Central Calorimeter.
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Electron track match.

Electron track pr > 10 GeV.

|Z(e, PV|) <1 cm.

Electron likelihood £ > 0.85 for electron Pr < 30 GeV and > 0.4 for
electron Pr > 30 GeV.

Number of jets 2 < Njg, < 4.

We require 2 to 4 good jets with Er > 15GeV. The Er cuts reduce
the sensitivity of the analysis to the jet reconstruction turn-on differences
between MC and data. Setting a maximum number of jets reduces the
sensitivity of the analysis to the weaknesses of simulating multiple initial
state radiation (ISR) and final state radiation (FSR) jets with PYTHIA.
Jet pseudorapidity is | n(jet) | < 3.2. For Highest energy jet (leading jet)
Er > 25. and | n(jet) | < 2.5.

Missing Energy (Fr)> 15 GeV and K7 < 200 GeV . We cut on Fr
both with and without the muon corrections to reduce our sensitivity
to mis-measured muon momentum in the backgrounds (in particular in

misidentified-lepton multijet events).

Sometimes an object’s track is mis-reconstructed and as a consequence
its transverse momentum is poorly measured. Particularly in the case of
muons, this can lead to meaninglessly large values of missing transverse
energy, which damage beyond repair the possibility to understand the
kinematics of these events. To remove these problematic events from the

analysis, we require: Fr < 200 GeV

Triangle cuts: Often, a low-E7 electron is really a jet that happens to
pass the electron ID criteria. The difference between the electron recon-
struction and jet reconstruction algorithms leads to a small amount of

missing transverse energy along the same direction as the electron. For
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muons, sometimes the track momentum is measured too high or too low,
and this also leads to a small amount of missing transverse energy along
the direction of the muon or back-to-back with it. Jets can have their
energy mis-measured or mis-calibrated, and this most often happens to
attribute to the jet more energy than it really had, e.g. in a case where
two close low-energy jets are merged into one with the cone algorithm. In
this situation, a small amount of missing transverse energy is generated

back-to-back with the jet.

These sources of mis-measurement are difficult to model in the back-
ground measurement, and since there is very little signal acceptance in
these kinematic regions, we clean up the analysis significantly and ef-
ficiently by making so-called “triangle cuts” to reject events with mis-
measured . The triangle cuts remove these mis-measured events, which
are difficult to model, but do not affect the signal because there is a small
signal acceptance in these kinematic regions, as shown in Figs. 6.1, 6.2.
In these figures rainbow color code has been used with red representing

the heighest density density area. These cuts are listed below:

Misidentified-Electron Data

s-channel (tb)

N
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Figure 6.1: Distributions of the opening angle between the electron and K
versus K, for the misidentified-electron background data and for s-channel

signal. The Fr and triangle cuts are shown.

— |A¢(electron, Fr)| versus Fr: |A@| from 0.0 to 1.5 when Fr = 0 GeV,
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Misidentified-Electron Data

s-channel (tb)

dphi(jet1, MET)

0 60
MET (GeV) MET (GeV)

Figure 6.2: Distributions of the opening angle between the highest-Er jet
and Fr versus K, for the misidentified-electron background data and for

s-channel signal. The K7 and triangle cuts are shown.

and Fr from 0 to 35 GeV when |A¢| =0
— |A¢(electron, )| versus Er: |A¢| from 0.0 to 1.0 when Fr = 0 GeV,
and Er from 0 to 80 GeV when |A¢| =0

— |A¢(leading jet, Kr)| versus Fr: |A¢| from 1.5 to m# when Fr =
0 GeV, and F7 from 0 to 35 GeV when |A¢| =7

e Isolated Muon Veto

The number of events in the data and the Monte Carlo samples after selec-
tion cuts, before b-tagging, are given in Table 6.3.

Table 6.4 shows efficiencies for single top s-channel MC events to pass all
the cuts before tagging.

Some plots of basic variables, e.g. number of jets, leading jet pr and 7,
electron py and 7, and missing E7 are shown in Fig. 6.3. Each plot shows a
summed histogram of all background contributions plus the expected single
top signal, and the signal data. Here The individual contributions are (from
the bottom up on each plot): misidentified-lepton multijet events in brown,
W+jets (including Z+jets and dibosons) in green, tt—{+jets and tt—Il in red,
t-channel (tgb) single top in blue, and s-channel (¢b) single top in cyan. The

data is shown by black solid circles with error bars.
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Samples No. of Events

after selection

Signal
MC tb 8,945
Backgrounds
MC tgb 9,107
MC ti—l+jets 23,728
MC tt—ll 13,725
MC wbb 6,929
MC wyjj 12,640
MC ww — lvjj 3,696
MC wz — lvjj 3,822
Mis-ID’d [ data 21,554
Signal data 7,232

Table 6.3: Numbers of events after preselection but before tagging.

6.3 Selection of Events With b-jets

One difference between single top and its backgrounds, except t¢ and Wb, is
the presence of a b jet. To take advantage of this fact, we use b-tagging - that
is we look for a second vertex in the event that indicates the b jet came from
a b quark.

Before applying the b-tagging algorithm to the events which have passed
main selection of events, we make sure that all of our main backgrounds are
well modeled and the data-versus-background comparison looks fine.

Once we have the main selection applied, events are then divided into sub-
sets depending on the number of tagged jets found in the event and the number

of total jets in the event. For this analysis we divide events in three sets: events
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Cut efficiencies for s-channel MC events

Number of Exclusive cut Cumulative Cut

Events Efficiency (%) Efficiency (%)

Lumi,Xsection, Br 41.88 100 100
Acceptance & ID 22.92 54.73 54.81
Trigger 17.38 75.83 41.50
Primary vertex 16.83 98.52 40.19
Electron Pr > 15 GeV 16.33 97.63 38.99
In| < 1.1 15.16 90.68 36.20
Electron Track Match 14.17 92.10 33.83
Electron Track pr > 10 GeV 14.15 93.68 33.79
|Z(e, PV]) <1 cm 14.14 90.86 33.76
Electron Likelihood> 0.4 13.60 88.59 32.47
Electron Lhood> 0.85 (for Pr < 30 GeV) 13.42 83.0 32.04
2> N Jets 10.59 77.19 25.29
N Jets > 4 10.55 99.77 25.14
Br > 15 GeV 9.79 93.21 23.38
Br <200 GeV 9.65 99.83 23.04
Jet1-Ep Triangle 9.23 93.51 22.04
Elec-Fr Triangle 9.14 96.00 21.82
Elec-Er Triangle 8.75 92.05 20.89
Isolated Muon Veto 8.63 96.61 20.61

Table 6.4: Cut efficiencies for s-channel MC events in the e+jets
channel. The percentage cut efficiencies are with respect to yield

after detector acceptance and trigger weights have been applied.

with exactly one tight and one loose tagged jet in them; events with more than
one tight tagged jets and exactly two loose tagged jets. The reason of choosing
one loose and one tight tag is to increase the acceptance but keeping the fake
b-tag probability low (see Fig. 4.14).

In section 4.6, we saw how tagging is done in data and how MC TRF’s are
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Figure 6.3: Data versus sum of all backgrounds before applyinh

the tagging algorith.

derived. In this section we will see how to apply those TRF's to our different

MC samples. The TRFs are applied to the single top and background Monte
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Carlo samples as part of determining the acceptances. The procedure is given

below:

First, for each jet in the event (with Er > 15 GeV and |n| < 3.4) a
taggability-rate function is applied.

Next, each jet’s lineage is determined. If the jet contains a B meson within
AR < 0.5 of the jet axis it is labeled a b-quark jet. If a D meson is within
AR < 0.5 of the jet axis, it is labeled a c-quark jet. If neither of the two are
close by, the jet is labeled a light-quark jet.

The probability determined from the appropriate TRF is then applied.

The taggability and tagging probability are multiplied together to deter-
mine the probability of the MC jet, j, being tagged (P;).

The probability that no jet is tagged in the event is given by:

njets

P_otag = H (1— PJ)
=1

Then the probability for at least one jet in the event to be tagged is one
minus the probability of no jet being tagged:

Poitag =1 — Pogag =1 = [[(1 = P)

J

and for exactly one jet tagged is:

P:ltag = Z-Pl H(1 - P_])
i
and at least two jets tagged is:

PZQtag = Pthag - P:ltag

In the case of an asymmetric tagger the total event probability is given by:
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In case where a TIGHT tagged jet is also a LOOSE tagged, which is the
case most of the time:
Pevent:ZHPTH(PT_PL) H (1_PL) (61)
perm T L #£T,£L
But sometimes a TIGHT tagged jet may not be a LOOSE tagged jet and

in that case:

Peyent = ZHPTH(PTT_TPL) H (1_PL) (62)

perm T L AT,#L

Here the sum is over all the possible permutations of the jets in an event.
and the probability P is a function of p; and n. The numbers obtained thus
are used as part of the event weight for MC events. The advantage of calcu-
lating a weight for each event rather than just multiplying the total number
of events by the average probability for an event to have at least one tagged
jet is that the Ep turn-on curve and 7 fiducial region are properly modeled.
Without the event weights, the shapes of distributions of variables such as Hp

would be incorrect.

Another aspect of b-tagging is to identify which jet in the event is a b jet
and which one is a light jet. This information is important and is needed to
reconstruct various variables which we will use later in the analysis. For this,
since for every permutation we know which jet is a b and which is not, every
permutation is used separately. Each event is now considered many times
with different weights (depending on the number of permutations or number
of jets in other words). For every permutation, the value of the tag dependent
variable may change but the weight of the event as a whole does not change

and is given by the sum of all the permutations as given in the above equations.
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Chapter 7

Analaysis: Search for Single Top

With regard to excellence, it is not enough to know,
but we must try to have and use it.

Anristotle

In the Standard Model, the top quark decays almost 100% of the time to a
W boson and b quark. Therefore, in single top events, the final state is largely
determined by the W boson decay modes. As we discussed earlier in Chapter
2, the event signatures, both for s- and t-channel production modes of single
top, include a W boson and two b quarks. Experimentally, the most relevant
channel is “lepton+jets”, where the W boson decays to a lepton (electron or a
muon) and a neutrino. In addition, two jets arising from the fragmentation of
the b-quarks (b-jets) are expected in the final state. This analysis concentrates

on the electron + jets channel i.e W decaying to an electron and a neutrino.
In order to observe single top quark production we will have to design

selection cuts in such a way that we not only get rid of the overwhelming

background but also keep the signal efficiency high.
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Since, in the case of the electron+jets channel, the final state includes a
high pT isolated electron, large K7 indicating the presence of the neutrino
and two high p; b jets, the discrimination from the dominant background
processes (W-jets and multi-jets production) can be achieved by making use
of b-tagging to identify a b-jet in the event. For this analysis we will use the
Secondary Vertex Tagging (SVT) method. SVT distinguishes heavy-flavor jet
from a light-flavor jet by establishing the presence of a secondary vertex from
the decay of long lived B- or D-meson. The tagging probabilities discussed in
section 4.6 are applied to each background component to determine its contri-

bution to the tagged sample.

Because of its small cross section and overwhelming background, single top
is hard to find and b-tagging alone may not be enough to get a good signal-vs-
background discrimination. For this reason we will use Neural Networks and

Decision Trees, two sophisticated analysis tools, to get a better discrimination.

So, the main steps of the analysis are going to be as follows:

1. Before applying the secondary vertex tag, separate real and fake W con-
tributions using the Matrix Method (see section 7.1.1). Here the fake W
contribution comes from multi-jet events where one jet has been misiden-
tified as an electron. The real W contribution includes W+jets, ¢t and
dibosons as well as our single top signal. Here W+jets includes both Wbb
and Wjj (jj being light quark, gluons, and charm quarks).

2. Determine the number of events coming from different backgrounds (W+jets,

tt, dibosons) in the untagged sample ( see section 7.1.2).

3. Apply tagging probabilities, to each background component to determine

its contribution to the tagged sample. In order to increase our sensitivity,
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we will divide our tagged sample into events with exactly one tight tagged
jet, and events with one or more tight tagged jet and exactly 2 loose

tagged jets.

4. Find a list of discriminating variables to be used as input to Neural Net-

works (see section 7.4.1).
5. Apply Neural Networks separately to single and double tagged samples.

6. If an excess of events is seen, measure the cross-section, else set a limit.
To get the most sensitivity, we will use a binned likelihood approach for

limit setting(see section 7.5).

These steps are described in detail in the following sections:

7.1 Determining the Real and Fake W contributions

In this section we will describe how we model our different backgrounds. Back-
ground modeleing is a very important step because it summarizes how well we
understand our backgrounds.

We can catagorize our background in two groups: W + jets and non —
W + jets or events with real electrons making real W’s and events with fake
electrons making fake W’s. There is a very small fraction of events where a
real electron is not coming from from W (electron fron Z for instance). We
get rid of most of these events at the selection level and the remaining very

small fraction is taken care of when W+ jets is scaled to data (see section 7.1.2)
The non — W + jets background comes from multijet events with a jet

misidentified as an isolated electron, called fake-e in this analysis. This back-

ground is measured using data.
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The W + jets background is made up of individual backgrounds from W bb,
W33, tt, and diboson production. Here Wjj includes W + any flavor of jets
but bb. To detremine the tZ and diboson background we completely rely on
MC simulations. For Wbb and W jj we use MC simulation and then scale the

estimated backgrounds to data.

The first step in identifying our backgrounds is to estimate the non — W +
jets (“fake-e”) content after we have applied all the selection cuts. The fake-e
background is determined from data using a so-called “matrix method”. The

next section briefly describes matrix method.

7.1.1 Evaluation of Non-W Background

The background from multijet events with a jet misidentified as an isolated
electron is measured using data. The steps to measure this background are as

follows.

1. We determine the number of real and fake W events in the pretagged

data sample ( Ny and Nygke—e) using the “matrix method.”

2. An independent pretagged, multijet, sample is selected that consists mainly

of background events. This is known as the “orthogonal fake-e” sample

3. We normalize the orthogonal fake-e sample to the number of pretagged

events Nyqke—. found in step 1.

4. The b-tagging algorithm is applied to the normalized orthogonal sample
to obtain the tagged fake-e background.

These steps are further explained below:
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Pre-tag Misidentified-Electron Background Estimation

We use the matrix method to divide the pretagged signal data into two parts:
events with a misidentified electron and those with a real electron. Misiden-
tified electrons are from multijet events, while real electrons are mostly from
W +jets events, with a very small fraction from #¢ and single top. The matrix
method and its error calculation are explained in detail in Ref. [159].

Consider the following two equations:

Nloose = NW + Nfake—e

Ntight = ewlNw + E':falcefe]\/vfak:e76 (71)

Here Njgose and Nyigp: are the numbers of events in the loose and tight sam-
ples, where loose means all the selection cuts are applied except the electron
likelihood cut and the tight sample is obtained by applying the electron like-
lihood cut to the loose sample. ey and 44— are the probabilities for the
signal (real electrons) and fake-e background events to pass this cut respec-
tively. Now, if we know these efficiencies, we can solve these two equations for

Nw and Nygge—e. Solving these two simultaneous equations gives:

Ntight - sfake—e-Nloose

NW -
EW — Efake—e

6W-]Vloose - Ntight
Nigke—e = 7.2
fake—e EW — € fake—e ( )

Determination of ey

We determine ey using Z — ee events. Here we apply basic cuts to this
sample and reconstruct the Z boson mass. All the cuts are applied to both
electrons coming from Z, except the likelihood cut. This is our loose data

set. We apply the likelihood cut to one of the electrons (called the “tag“) and
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Figure 7.1: Evaluation of ew by reconstructing Z mass. The tag
electron is required to be in the CC region of the calorimeter. Plots
on left side are for electron Py < 30 GeV and the ones on right are
for Pr > 30 GeV. First row is electron Py for loose and tight sam-
ples. Second row is reconstructed Z mass. Last row is the resulting

efficiency of events to pass the likelihood cut versuselectron Pry.

then calculate the efficiency of the second electron (called the “probe”) pass-
ing the likelihood cut. The plots in Fig. 7.1 show the resulting efficiencyies for
electron Pr < 30 GeV and electron Pr > 30 GeV region. As you can see, in
case of electron Pr > 30 GeV and Pr < 45 GeV, there is some dependence on
electron Pr. For electron Pr > 45 we use a constant value. These efficiencies

for different regions are given in Table 7.1
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Figure 7.2: €f4ke—c versus W transverse mass for different trigger
versions of data and two regions of electron Pr. Left: efficiency for
electron Pr < 30, for trigger version v12-v13 (up) and for electron
Pr < 30, for trigger version v8-v11 (down); right: efficiency for
electron Pr > 30, for trigger version v12-v13 (up) and for electron
Pr > 30, for trigger version v8-v11 (down). These efficiencies are

for the central calorimeter region.

The probability eqe . that an EM object originating from a jet faked an
electron (i.e., that it passed the electron likelihood cut) is determined from
multujets data with low missing transverse energy (< 10 GeV), which is dom-
inated by fake-e events. It was then assumed that the fake probability is the

same in this region as in the signal region with high missing transverse energy
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electron pr EW

< 30GeV 0.83 £ 0.05
> 30GeV, < 45GeV  (0.826 + 0.003 x pr) +0.05
> 45GeV 0.980 £ 0.05

Table 7.1: ey values for different electron pr regions.

electron pr Trigger version € fake—e

< 30GeV v12 0.155 £0.008
> 30GeV v12 0.271 +£0.010
< 30GeV v8-11 0.115 4+ 0.004
> 30GeV v8-11 0.183 + 0.006

Table 7.2: €fqke—. values for different electron pr and trigger ver-

sions.

(> 15 GeV).

There are two things to note here: one, the fake-e background is mostly
in the low electron Pr region. To suppress this background, we use a tighter
electron likelihood cut for electron Pr < 30 GeV and a looser cut value for
Pr > 30 GeV. Two, €fqke— has some dependence on the different trigger
versions, so we calculate €fq. . separarely for the runs taken with v8-v1l
trigger versions and the runs taken with v12-v13 trigger versions, as shown in
Fig. 7.2. The €f4ke—e values for different Pr and trigger versions are given in
Table 7.2.

Figure 7.3 shows a histogram of the transverse mass of the reconstructed
W boson in the pre-tagged data sample, after applying the matrix method.
Here you can see Data (black) divided into W + jets (green) and non — W
(brown, we call it QCD) contribution from fake electrons. The different num-

bers from Matrix Method output are given in Table 7.3.
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Figure 7.3: Plot showing the matrix method output for electrons

recostrucetd in the central region of calorimeter.

Matrix Method output

Nioose Ntight Nw,,.. NWtight Nfake_eloose Nfake_eiight

12,736 7,232  6,539.68 6,066.16 6,196.31 1,165.84

Table 7.3: Matrix method normalization of the W+jets and

misidentified electron backgrounds.

Tagged Misidentified-Electron Background Estimation

The matrix method works fine for determining the misidentified electron back-
ground before tagging, but after b-tagging, especially after double b-tagging

, we are statistics limited, and cannot use this method directly on the data

sample. So the following procedure has been adopted.

Starting from the main data sample (before any selection cuts), we create
a sample consisting of mainly multijet events with a mis-reconstructed EM-

object, and no good tight electrons in the sample. This sample passes all
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preselection criteria except for the tight-electron criteria of a track match or a
vertex cut. This sample is orthogonal to our signal sample in the respect that
it is required to passes a tight inverted electron likelihood cut £ < 0.05.

The above orthogonal fake-e sample is normalized to the number of fake-e
events that we evaluated using the matrix method for the pretagged sam-
ple. This normalized sample is then used to estimate the fake-e background
after tagging. We apply the b-tagging algorithm directly to the orthogonal
fake-e data sample and normalize it as described above to obtain the tagged

misidentified isolated-electron background yields (Table 7.5).

7.1.2 Evaluation of Backgrounds with Real W’s

Backgrounds with real W’s (Wbb,Wjj, tt etc.) are evaluated using the Monte
Carlo samples. Each MC event in the single top analysis is assigned a weight,
a number between 0 and 1, which are summed to get the acceptances and
yields. For MC, the weight includes all correction factors to make the MC
look like data, including the probability for event to pass a certain trigger and
the event to have one or more b-tagged jets.

The probability for each jet in the event to be tagged is determined from
the taggability-rate functions and the tag-rate functions, as was discussed in
Sec. 4.6, and the probability for a jet to have one or more b-tagged jets is
given in Sec. 6.3. In the case of Wbb and Wjj, we normalize these MC
samples to data using the following procedure. We apply all correction factors
to the various MC samples and determine the yield Y for each sample before

b tagging. We then find the total predicted MC yield ;X9 as:

Kg{g =(C x {YW]]+YWbb} +Ytt_+ YWW+YWZ

The normalization factor C' is then found by requiring that the total MC
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yield is equal to the real-lepton yield in data (NWtight):

NWtight _ (th+ yww + YWZ)

¢= YWii & y Wb

The resulting normalization factor C' = 1.284. Note that all yield estimates
in this analysis for the Wjj and Wbb samples include the factor C'.

7.2 Determining Acceptances and Yields for Signal and

Background Samples

Not everything that can be counted counts,
and not everything that counts can be counted.

Albert Einstein

we have reconstructed our events, applied selection cuts and modeled dif-
ferent backgrounds. In this section we will get the yields and acceptances of
our signal and background samples.

Yields are the actual number of signal or background events that are pro-
duced in our detector for the given luminosity, after all the corrections have
been applied. Acceptances are needed to compute actual yields from measured
yields. Signal acceptances tell us what percentage of signal events that were
produced in the detector for the given luminosity, actually passed our selection
cuts. We measure the signal and background acceptances in order to measure
or set limits on the single top production cross sections.

In order to compare the observed event count in data with our expectation,
and to set limits on the single top quark production cross section, we determine
acceptances and event yields for the single top quark signal and the various
Standard Model background contributions.

We apply all of the selections to the Monte Carlo except for the trigger and
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b-tagging, which are taken account of with a weight applied to each event that
represents the probability for it to pass the trigger and b-tagging requirements.
The weight also includes a correction factor for particle identification efficiency

differences between data and MC.

7.2.1 Acceptance Calculation

The signal acceptance is defined as:

B
N Z Etrigger €correction €b—tagging
initial v

preselect

AsigMC —

where:
e B is the branching fraction for each MC sample, given in Table 5.1. The
error on B is +2%.

® Niitia1 is the number of events in each MC sample before any cuts are

applied. The numbers are given in Table 5.1.

® cirigger 15 the trigger efficiency for each event, described in Section 6.1.

The errors are between 4% and 10%, depending on the channel.

® ccorrection 18 the product of the correction factors described in Section 5.1

that account for differences between MC events and data.

® & tageing 15 the probability for each event to have at least one b-tagged

jet. The errors are between 7% and 12%, depending on the channel.

The percentage acceptances for MC samples are given in Table 7.2.1.

7.2.2 Event Yields
The event yields then are given as:
Yield = YM€ = AMC £ o
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Percentage Acceptances for the MC Samples

Pretagged =1 Tag =2 Tags
tb 2.7 1.0 0.3
tgb 2.7 0.9 0.1
tt—l+jets 44 1.5 04
tt—ll 1.2 0.5 0.1
W bb 6.0 2.0 0.5
Wij 5.5 0.1 0.0
wWw 2.1 0.1 0.0
Wz 2.2 0.3 0.1

Table 7.4: Acceptances for MC samples as percentage of

the total cross sections.

where L is the integrated luminosity of the lepton channel signal data and o
is the theoretical cross section for each MC process.

Table 7.5 shows the numbers of events for each of the signals, combinations
of signals, backgrounds, and data, after event selection and b-quark tagging.
The background sum reproduces the data within uncertainties for all samples
after b-quark tagging. This agreement is excellent in the pretagged sample
as expected since the W+jets and QCD backgrounds are normalized using
this sample. Here misidentified-lepton backgrounds are determined using an
orthogonal data sample containing mis-measured leptons, which is normalized
using the matrix method to the fraction of pretagged signal data that contains
such mis-measured leptons, and afterwards, real tags are identified in the jets
(no jet tag probability is needed). The details of this procedure are given in
Section 7.1.1.

The tb, tqb, tt, WW, and WZ samples are normalized using the theory

cross sections, branching fractions, and numbers of events shown in Table 5.1,
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Event Yields
Pretagged =1 Tag =2 Tags

Signal
tb 8.63 3.17 0.95
Backgrounds
tgb 19.21 6.35 0.69
tt—1+jets 108.03 37.73 10.89
tt—ll 29.95 11.04 3.22
Wbb 73.55 24.82 6.03
Wij 5,785.59 102.5 3.54
ww 20.27 0.72 0.01
Wz 6.50 0.76 0.21
Mis-ID’d { 1,107.29 31.34 1.97
Sum bkgnds 7,150.38 215.25 26.52

Sum bkgnds+signal 7,159.0 218.42 27.51
Data 7,232 218 45

Table 7.5: Event yields after selection.

together with the integrated luminosities of the data sample.

The Wbb, W37, and misidentified-lepton samples are normalized to data;
details about this calculation are given in Section 7.1.2. As part of the nor-
malization procedure, we find that normalizing the Wbb and W jj samples
by cross section in the pretagged sample results in yields that are about 13%
lower for CC electron than those found when normalizing to data.

Some plots of data versus sum background are are shown in Figs.[7.4,7.5],
with different backgrounds summed and compared to data. Each plot shows
a summed histogram of all background contributions plus the expected single
top signal, and the signal data.Here The individual contributions are (from

the bottom up on each plot): misidentified-lepton multijet events in brown,
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Figure 7.4: Data versus background comparison with exactly one

b-tagged jet.

W+jets (including Z+jets and dibosons) in green, tt—l+jets in red, tt—Il in
pink, ¢-channel (t¢b) single top in light blue, and s-channel (¢b) single top in
dark blue. The data is shown by black solid circles and/or black error bars.
Additional plots are shown in Appendix A which also contains crosscheck plots,
where we divided our samples into two: one predominantly Wjj events; the
other predominantly ¢t events. We can see that after going through all the
steps described in this chapter, we get a reasonable agreement between the
data and the sum of all backgrounds.

Table 7.6 shows signal-to-background ratios for pretagged, and tagged sam-

ples. These ratios are not the best achievable, since that was not a goal of
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Figure 7.5: Data versus background comparison with more than

one b-tagged jets.

this stage of the analysis. Our focus so far has been keeping the acceptance

as large as possible.

Signal:Background Ratios in the Main Samples

Pretagged =1 Tag =2 Tags
s-channel tb 1:829 1:75 1:28

Table 7.6: The ratio of the signal yield to the combined background yield for the

main samples of selected events.
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7.3 Systematic Uncertainties

Probable impossibilities are to be preferred to
improbable possibilities.

Anristotle

We consider several sources of systematic uncertainties in this analysis.
Some of the uncertainties affect acceptance for Monte Carlo signals and back-
grounds, others only affect background yield estimates. The luminosity, cross
section, and branching fraction uncertainties, for exmple, are only needed for

calculating MC yields, not acceptances.

Uncertainties from background modeling

The matrix method uncertainty term includes components for two parts of
the calculation. One — determination of the number of real-lepton events in
data is affected by the uncertainties associated with the determination of the
probabilities for a loose lepton to be (mis)identified as a (fake) real lepton,
Efake-lepton aNd Ereal-lepton- 1t is also affected by the limited statistics of the data
sample. Two — determination of the combined Wbb and W5 yields is affected
by the uncertainty on the theoretical cross sections for Wbb and Wjj used
to estimate the yield before the matrix method normalization. We assign a
relative uncertainty of 25% on the ratio of Wbb to W3jj cross sections before
tagging. This uncertainty has been estimated conservatively to represent our
current understanding of the flavor composition of the W +jets sample. It in-
cludes uncertainties on the NLO cross sections, factorization scale, and PDFs,
as well as different jet-parton matching procedures. We propagate this uncer-

tainty to the yield estimates after tagging, assigning the resulting uncertainty
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equally to the Wbb and W jj samples. Hence the uncertainty from the matrix
method is larger in the two-tag samples where the Wbb fraction is larger than

in the one-tag sample.

7.3.1 Acceptance Uncertainties

In addition to the uncertainties on B, € rigger, Ecorrections Nd €p_tagging, the signal
acceptance uncertainties also include the following components:
® Sjet—frag = £5% (tb, tgb, ti—=1l, Z—pp), £7%(tt—1+jets).

The jet fragmentation uncertainty covers the uncertainty in modeling of
initial and final state radiation as well as the difference in the fragmen-

tation model between PYTHIA and HERWIG.
e cjpr = £ between 2% and 19%, Correction for Jet Energy Resolution.
e cjps = *+ between 2% and 20%, Correction for Jet Energy Scale.

We measure the uncertainty from the jet energy scale for the Monte Carlo

samples, to quantify how well the model matches the data.

7.3.2 Event Yield Uncertainties

The relative errors on the yield are calculated as:

Yield statistical error = AYMC = AAMC

stat stat

Yield systematic error = AYNS = \/ (AA%&)Z +(AL)’ + (Ao)?

Where AAME is the relative statistical error (relative error = dx/x) for

MC

syst 1S the relative systematic error on the

the samples after preselection, AA

acceptance, AL is the relative error on the integrated luminosity, Ao is the
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relative error on the theoretical cross section.

Tables [7.7,7.8] show the systematic uncertainties on the signal and back-
ground samples for the single-tagged and double-tagged analyses.

These sytematics tables can be used to see the correlation between the
various samples and analysis channels for each uncertainty. A systematic un-
certainty is assumed to be fully correlated between all signal or background
samples within a given row in each table, and for rows with the same name
in different tables. The exceptions to this are the systematic uncertainties on
the theoretical cross sections used to normalize the MC backgrounds (except
for the two ¢t backgrounds), and the statistical uncertainty from the size of
each MC sample.

Note that owing to the normalization to data before b tagging, the Wbb and
Wi tagged yield estimates are not affected by any of the systematic uncer-
tainties that affect the overall yield. The exception to this is b tagging, which
is applied after normalization. There is still an effect on the shapes of distri-
butions from the uncertainty components that depend on event kinematics.
For these shape-changing systematics (jet identification, jet energy scale, jet
energy resolution, trigger, and tag-rate functions), we include the uncertainty
in each bin of the binned likelihood calculation for the limit..

Note also that the normalization for Wbb and W jj includes the other MC
backgrounds and thus their uncertainties in principle also affect Wbb and W jj.
However, the other MC backgrounds only contribute about 3% to the pre-
tagged yield, which means their uncertainties are negligible compared with
the other matrix method uncertainties and thus we ignore them.

Table 7.9 shows the uncertainties on the signal yields and background com-
ponents after selection. Table 7.10 shows the uncertainties on the acceptances

and on the combined backgrounds. Some plots of basic variables, e.g. number
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of jets, leading jetpr, electron pr, missing E7, W transverse mass, invari-
ant mass of all jets in the event and calar sum of the transverse momenta of
all jets, the lepton, and the missing E; are shown in Fig. 7.6, with different
backgrounds summed and compared to data. Grey band shows the range of
uncertainties. Solid blue line shows t-channel single top and solid cyan line

shows s-channel single top signal multiplied by 10.

Single-Tagged Electron Channel Percentage Errors
tb tgb ttly ttll Wbb Wjj WW WZ Mis-IDe

Components for Normalization

Luminosity 65 6.5 65 6.5 — — 6.5 6.5 —
Cross section 16.0 150 180 180 — — 2.2 8.9 —
Branching fraction 20 20 20 20 — — 2.0 2.0 —
Matrix method — — — — 4.2 4.2 — — 4.2
Primary vertex 1.8 1.8 1.8 1.8 — — 1.8 1.8 —
Electron ID 50 50 50 5.0 — — 5.0 5.0 —
Jet fragmentation 50 50 70 5.0 — — 5.0 5.0 —
Components for Normalization and Shape
Jet ID 584 7.1 03 3.6 — — 96.2 91.8 —
Jet energy scale 33 40 13 33 — — 10.0 9.6 —
Jet energy resolution 19 19 09 05 — — 819 78.1 —
Trigger 104 106 79 8.1 — — 103 11.3 —
Flavor-dependent TRFs 2.7 3.9 3.0 3.0 — — 8.8 3.0 —
Statistics 1.0 10 05 08 1.2 0.9 1.7 1.6 5.7

Table 7.7: Electron channel uncertainties for Central Calorimeter (CC) region, requiring exactly one

tight and one loose tag in the event.
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Double-Tagged Electron Channel Percentage Errors
tb tgb ttlj ttll Wb Wjij WW WZ MisIDe

Components for Normalization

Luminosity 6.5 65 65 6.5 — 6.5 6.5

Cross section 16.0 15.0 18.0 18.0 — 2.2 8.9

Branching fraction 20 20 20 20 — — 2.0 2.0 —

Matrix method — — — — 133 133 — 13.3

Primary vertex 1.8 1.8 1.8 1.8 — — 1.8 1.8 —

Electron ID 50 5.0 5.0 5.0 — — 5.0 5.0 —

Jet fragmentation 5.0 50 7.0 5.0 — 5.0 5.0
Components for Normalization and Shape

Jet ID 15.7 139 16.7 94 — 130 157

Jet energy scale 108 76 134 5.5 — 20.3 23.5

Jet energy resolution 45 123 19 3.0 — 104 117

Trigger 148 13.0 115 113 — — 13.0 153 —

Flavor-dependent TRFs 10.8 11.9 10.0 9.2 116 17.1 21.1 116 —
Statistics 1.0 10 05 08 1.2 0.9 1.7 1.6 22.4

Table 7.8: Electron channel uncertainties for Central Calorimeter (CC) region, requiring at least

one tight b-tag and exactly two loose tags in the event.
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Signal and Background-Component Yields with Uncertainties

=1 Tag =2 Tags
tb 3.1740.72 (23%) 0.95 4 0.31 (33%)
tgb 6.35 & 1.45 (23%) 0.69 £ 0.22 (32%)
tt—l+jets  37.73 £ 8.65 (23%) 10.89 + 3.68 (34)
tt—ll 11.04 + 2.52 (23%) 3.22 £ 0.89 (28%)
Wbb 24.82 + 1.58 (6%) 6.03 &+ 1.19 (20%)
Wijj 102.50 £+ 9.27 (9 %) 3.54 4+ 0.83 (23%)
WWwW 0.72 4+ 0.92 (127 %) 0.01 £ 0.02 (169%)
WZ 0.76 = 0.93 (122 %) 0.21 +0.42 (199 %)
Mis-ID’d I 31.34 & 4.82 (15%) 1.97 £0.52 (27%)

Table 7.9: Signal and background-component yields after selection

with total uncertainties.

Signal Acceptances and Background Yields with Uncertainties

=1 Tag =2 Tags
Signal Acceptances 0.00983 £+ 0.0015 (15%) 0.0029 £ 0.0008 (28%)
Background Yields 215.25 + 17.44 (8%) 26.56 + 5.61 (25%)

Table 7.10: Signal acceptances and combined background yields

with total uncertainties for s-channel.
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Figure 7.6: Data versus background sum with uncertainties shown as grey band.

7.4 Neural Networks

The important thing in science

18 mot so much to obtain new facts
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as to discover new ways of thinking about them.
Sir William Bragg

The single top analysis is difficult in the sense that not only is the pro-
duction cross-section small but the background is huge and very difficult to
separate from signal. So far we have used the best Monte Carlo samples avail-
able for signal and background, and we have tried to be conservative in our
cuts, but still, as Table 7.6 shows, the signal to background ratio is very small.
In this situation, the limits we can set on single top production cross sections
from the numbers of events after selection are not going to be very interesting.
In order to improve the sensitivity of the search, we must either remove some
of the background while keeping enough of the signal, or separate the signal
from the background using carefully chosen variables which show discrimina-
tion between signal and background. If we perform a binned likelihood fit
in the shape of one or more variables to set the cross section limits, we gain
a second improvement in sensitivity over just calculating limits by counting
events. If one cuts on the variables first to improve the signal:background
ratio, the limits from fitting are not improved, and so we have focused our
efforts on developing the best possible variables and multivariate methods us-
ing these variables for signal-background separation. There are many analysis
techniques that can be used for signal-background searation, for example, neu-
ral networks, decision trees, likelihood etc. The method that we have decided
to explore for this analysis is the use of neural networks, with a little help from
decision trees. Our strategy would be to train the neural networks for all the
major backgrounds, Wjj, Wbb, tt, and misidentified leptons.

The steps in our neural network analysis are as follows:

e Find a large set of variables that each:

— have good signal-background separation

— are as uncorrelated as possible

160



— have distributions in the data that are well reproduced by the back-

ground model
e Use the neural network to combine the variables in a way that maximizes
signal-background separation.

e Choose the best subset of the variables.

— Get the preliminary list of good variables by using “decision trees”.

— Choose a set of variables for which we get the best separation possible
with the minimum number of variables. For this we will use a figure

of merit based on the efficiency of the neural network output.

e Optimize each network for number of epochs, and number of hidden

nodes.
e Apply resulting filter functions to all the samples.

e Feed the outputs of the above step to another neural network, for which
the input variables are now the neural network distributions from the

W44, Whb, tt, etc. neural networks.
e Optimize the second neural network.

e Produce final-variable distributions with maximal signal-background sep-

aration.

e Optimize the binning of these variables for maximal sensitivity in the

likelihood calculation.

e Perform a binned likelihood calculation of the background and signal
final-variable distributions to the data to set upper limits on the signal

cross sections.

In the following sections, we describe these steps in more detail.
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7.4.1 The Sensitive Variables

We start with an exhaustive list of variables which show discrimination against
one or more backgrounds. These variables must be reconstructed from infor-
mation on the final state objects in the event, from the basic objects like
electron and jets, reconstructed from the information collected by the detec-
tor, as depicted in Fig. 7.7. In some case we need to know which jet in the

event is the b coming from top decay.

Final State Object Reconstruction

LR

b gpaecrd

g W L Legeia

>/-U'U1‘, # el
L) I epanenrde

Figure 7.7: When a single top event is produced in the detector, the
information that we get from the detector is tracks and deposited
energy in the calorimeter. From this information the final state
objects in the event, like a W and a b coming from top decay are

reconstructed.

Single top quarks are produced together with either a b quark (s-channel)
or a light quark (¢-channel); in the ¢-channel, there is sometimes an additional
low-pr b quark. The final state products also include a lepton and a neutrino
from the W boson and a further b quark from the top quark decay. Recon-
structing the top quark requires reconstruction of the neutrino and identifying

the correct jet to combine with the W.
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The transverse components of the neutrino momentum are reconstructed
from the missing transverse energy in the event. The z component of the
neutrino momentum is obtained from a W boson mass constraint, choosing the
smaller |p,(v)| solution of the two possible solutions. This procedure identifies
the correct p,(v) in about 70% of the events.

The b-quark jets are chosen using different procedures for the s-channel and
the t-channel. In the t-channel the highest-p; b-tagged jet is chosen as the b
from top. This procedure identifies the proper b jet about 90% of the time.
In the s-channel, the situation is not as clear because there are two high-pr
b-quark jets in the final state. Thus, choosing the highest pr b-tagged jet as
the b from top would be the correct choice only about 50% of the time. To
improve the fraction of properly reconstructed s-channel events, we therefore
choose the “best jet” as the b from top. The best jet is defined as the one
for which the invariant mass M (W, jet) is closest to 175 GeV. This algorithm
identifies the correct jet also about 90% of the time. It was used in D@’s
second search for single top quark production in Run I [161].

A list of sensitive variables is given in Appendix B. The variables that show
discrimination between signal and background can be divided into three basic

categories:

e Single-object kinematics: Transverse momenta of the jets

e Fuvent kinematics: Properties such as transverse momentum, transverse
mass, invariant mass, total transverse energy, and total energy of com-
posite final state objects such as the W boson or the top quark, and total

event energy

o Angular variables: Angles between objects that take account of whether

their origin is from a polarized top quark
Selection of the variables, listed in Appendix B, was based on an analysis of the
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signal and background Feynman diagrams [162] and on a study of single-top

quark production at next-to-leading order [163].

7.4.2 Neural Network Analysis

nj
B S
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Input nodes
Pattern vecfor
X(P,EHT,.....) ™ ¥ 0 1
4 Output node

Hidden nodes Ok = wlj + L wijk nj
nNj=5(woj + ¥ wij Xi)

1

+ e I Wij Xj

n,(xi,w;) =

Sigmoid Function

Figure 7.8: A simple layout of the neurl network used in the analysis. see text for

explanation.

Neural network has been effectively used previously in the Run I and the
Run IT analyses [161, 164]. For the present analysis we are using the Multi-
Layer Perceptron (MLP) neural network. For the details of MLP see [165, 166,
167]. A simple layout of the network is shown in Fig. 7.8. Here X; are the
input nodes, n; are called hidden nodes and W;; is the weight that is applied
to the ith input when it is collected at jth hidden node. For every network
that we train, inputs are the variables that show dicrimination between signal
and corresponding background. Every network has one hidden layer and one

output layer. At every hidden node, a sigmoid function is calculated from the
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sum of weighted input variables. The linear sum of these sigmoid functions
appears at the output node. During the training process weights are adjusted
such that signal is moved towards 1 and background toward 0. We keep
training until the maximal separation is achieved. The number of iterations
used are termed as epochs

We will use this network twice in the analysis. First we will train for every
background separately. The outputs of these networks will then be used as

inputs to another, similar, neural network, as shown in Fig. 7.9.

Wbb
W Ok

Ok
xi W Wk

ttbar

Figure 7.9: A simple layout of two layers of neural networks used in the analysis.

Here Wbb and tt are examples of the networks we train in this analysis.

We optimize our networks in following steps:

e Number of networks: making a decision about which backgrounds we
want to train using neural networks, and sample percentages to be used

for training and testing of these networks.

e Input variables: Selection and optimization of input variables.
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e Network parameters: Optimize for parameters involving the neural net-

work’s training and testing.

e Repeat above two steps for the second neural network.

These steps are described in the following sections.

Choice of Signal-Background Pairs

Fig. 7.10 show contributions from different backgrounds for single and double
tagged events. You can see that for single and double tagged events, the most
important backgrounds are Wjj, Wbb, tt and background from fake leptons.
In case of single tagged events, Wjj is the largest background, whereas, in
cas of double tagged events, t¢ becomes the largest background. The signal-
background pairs for neural network analysis are:

tb-Wbb

tb-Wij

th-tt — g

th-tt — 1l

tb-fake-e

So we optimized a total of 5 background networks for single and double

tagged samples. We label these networks as tf, Wbb, etc. Network training
and optimization is done separately for each one of these networks.
To make sure that we are not being biased in any way, we divide the available
background and signal samples into two parts: one half is used for the teting
and training of the neural network and the other one is used for yields and

limit calculations.

Choice of Input Variables

Perhaps the most important part of the optimization of the neural networks

is choosing the sets of input variables. We began with a list of about 50
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Figure 7.10: Pie charts showing the relative proportion of main backgrounds
and singnal after selection for Central Calorimeter electrons. For single

tagged eventsleft and double tagged events(right).

variables, listed and explained in Appendix B, and selected a final subset
of variables for each network. This set of variables is selected based on the
ranking provided by the decision tree. This is a multivariate analysis technique
that uses a training procedure to create estimator functions called “decision
trees ”[168]. The input is a set of variables completely analogous to the neural
network analysis, Basically, the training procdure attempts to partition the
multidimensional variable space into regions for which the purity, or fraction
of signal events, is either close to one or to zero. The resulting decision tree
function applied to a given event then determines which region the event lies in,
and returns the associated purity from the training sample. Since the number
of such regions is finite, the function can only take on a discrete number of
values.

A byproduct of this procedure is that it provides a quantitative measure
of the effectiveness of a particular variable. Thus, using the ranking provided

by decision trees, we can select a smaller list of the most important variables
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and remove those which are never chosen, or which contribute very little to
the resulting tree.

The final set of variables was obtained by using the following procedure:

The optimization starts by training the neural network with the first two
highest ranked variables. After the network is trained, a figure-of-merit is
calculated for how well this network separates signal and background. The
figure-of-merit is based on the integral of the area above the signal vs. back-
ground efficiency curve for the neural network output distribution - the smaller
this figure, the better. After the figure of merit has been calculated, the third
highest ranked variable is added to the training, and steps are repeated. This
process continues until all variables from the preliminary list have been added
to the network for training. After the optimization has been completed for a
network, the set of variables is chosen, for which the best figure of merit was
obtained. The final sets of variables thus obtained are listed in Table 7.11.
Figs 7?7 show normalized plots for these variables along with data versus sum
of all backgrounds. The color code for these figures is the same as used for the

ones in A. |

7.4.3 Optimizing the Network Parameters

We optimize the number of hidden nodes in each final network by training
with hidden nodes between n and 2n, where n is the number of variables used
for training. The number of hidden nodes which give the smallest training
error are then selected. Note that often there are several different numbers of
nodes that have training errors within 1% of each other, and so no significance
should be read into having widely different numbers for two similar networks,
it is a result of the choice of hidden-node selection algorithm. Networks with
the same training error as each other produce the same amount of signal-

background separation, although the shapes of the signal and background
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Final Input Variables to the Neural Networks
t-Wbb  th-Wij tb-tt — 1j tb-tt — 1l tb-fake-e

Equal One Tag
pr(jet2)
pr(jetL,jet2)
MET

<<
|
|

H (alljets-lepton-met)
Hy(alljets) — —

|
<

|

|

|

Hy(alljets-lepton-met) — —
Hr(jetl,jet2)
TopMass(best)
M (alljets-best) — —
M (jetl,jet2)
. WTransverseMass — — — 4 Vv

© 0 N e o won e
<<
<< <
|
|

=
<
|
<<
<
<

—
N

cos(bestjet, lepton)pesttop Vv — - * -

._.
w

cos(lepton, @ (lepton) X 2)besttop — 4 — — —

._.
-~

cos(notbest, lepton)pesttop Vv — — 7 -

Equal Two Tags
pr(jetl) — — v
pr(jet2) — — Vv — v
. pr(notbestl) — — 4

1.
2.
3
4. pr(jetl,jet2) Vv — - _ _
5. MET — — —
6
7
8
9

. WTransverseMass
. Hr(jetl,jet2)

. TopMass(best)

. M (alljets—best)
10. M(jetl jet2)
11. AR(jetl, jet2) — — 4 — —

N U N

43 ”

Table 7.11: The input variables for each neural network. For each variable, means a

variable was not used for a network.
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Configuration of the Neural Networks
Single Tag Double Tag

Hidden  Best Minimum Hidden  Best Minimum
Network  Nodes Epoch Error Nodes  Epoch Error

tb-ttl; 9 199  2.1x10°8 6 148 1.7x10°6
tb-ttll 10 199 34x10°¢ 5 192 34x10°°
tb-TW bb 11 187 3.6 x 107° 9 107 3.7x 1078
tb-Wjj 6 133 3.8x 1076 3 3 4.5 x 1076
tb-fake_e 4 142 21x10°6 8 139 0.6 x1076

Table 7.12: Values of the number of hidden nodes and epochs where the
most efficient configuration of the neural net was obtained. The minimum

training error evaluated at the minimum testing error is also given.

output distributions need not be the same between the networks.

We split the input samples such that 75% of the events were used for train-
ing and the remaining 25% for testing. Training was done with weighted Monte
Carlo events, and the logarithm of all non-angular variables. The method used
for minimization of the network output error function is called the MLPfit hy-
brid method 6 [165]. Our previously published analysis [101] used method 7
but because methods 6 and 7 show almost the same performance with method
6 having much smaller training time, we decided to use method 6 for this
analysis. Table 7.12 shows values of the number of hidden nodes and epochs
where the most efficient configuration of the neural net was obtained. The

minimum training error evaluated at the minimum testing error is also given.

Network Performance

The figure of merit plots, for =1 tag and =2 tag samples, and efficiency curves

for the best sets of variables are shown in Fig. 7.21 through Fig. 7.30. They also
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show the neural network output distributions and a comparison of the summed
backgrounds to data for these networks for single-tagged, and double-tagged
samples. . All the curves on these plots are normalized to have equal area so
that the separation between signal and background can be best seen.

These distributions show that the background model reproduces the data
reasonably well. They also show that separation of the single top quark signal
from background is not yet powerful enough since the background dominates
even in the regions where the signal peaks.

It should be noted that the output variable from MLPfit networks is a linear
combination of sigmoid functions, and thus is not restricted to lie between zero
and one, as can be seen in these plots L.

The neural network output distributions are used as input variables to the
second neural network. This second network is then optimized for number of
hidden nodes and epochs. The output distributions and comparison of the
summed backgrounds to data from the second network are shown in Fig. 7.32.
These output distributions are what we are going to use for the binned lekeli-
hood limit calculation, as explained in the next chapter. Table 7.13 showes the
signal to background ratios before and after the application of second neural
network. As you can see that neural network gives us almost two times better
signal to background ratio, compared to simple b-tagging analysis. Situation

in the double tag analysis is especially encouraging.

1Some other network packages, for example JETNET ( used in the Run I #f analysis), do produce output

only in this range
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tagged samples.
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Figure 7.12: Discriminating variables for t# — lepton + jets and tt — dileptons for single

tagged samples.
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Figure 7.17: Discriminating variables for Wbb, W+jets and fake, for single tagged samples.
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Figure 7.18: Discriminating variables for Wbb, W+jets and fake. for double tagged sam-
ples.

179



=
o

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

D@ Run Il Preliminary, 370pb’

Yield [counts]

T T T T T T T T T T T
B N W B N O N © ©
I I A A B N S

~
| | |
50 100 150 200 250 100 150 200 250
HT JetlJet2 HT_Jetllet2

%

s

0.4

D& Aun 1l Preliminary, 230pb’

0.35—
0.3~

Yield [counts]

0.25— [
0.2
0.15—
0.1-
0.05—

| | | | | LN
POO 120 140 160 180 200 220 240 120 140 160 180 200 220 240
Best Top Mass [GeV] Best Top Mass [GeV]

D@ Run Il Preliminary, 370pb’

0.8~

-\

0.6

T
Yield [counts]

0.4

0.2

0 L P 0
0 50 100 150 200 250 300 0 50 100 150 200 250 300
InvariantMass_AllJets_MinusBestJet InvariantMass_AllJets_MinusBestJet

©

0.7 L D Runp Il Preliminary, 370pb’

©
T

0.6

~
T

Yield [counts]
T

0.5

0.4

0.3

0.2

0.1-

I L L L L L L 1 1
00 20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140 160 180 200
InvariantMass_Jet1Jet2 InvariantMass_Jet1Jet2

Figure 7.19: Discriminating variables for Wbb, W+jets and fake. for double tagged sam-
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Figure 7.21: Performance of tb-tt — [ neural network for single tagged samples.
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Figure 7.22: Performance of tb-tt — Il neural network for single tagged samples.
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Figure 7.24: Performance of tb-W jj neural network for single tagged samples.
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Figure 7.25: Performance of tb- fake-e neural network for single tagged samples.
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Figure 7.26: Performance of tb-tt — Ij neural network for double tagged samples.
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Figure 7.28: Performance of tb-Wbb neural network for double tagged samples.
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Figure 7.30: Performance of tb- fake-e neural network for double tagged samples.

191



40

20 [

T

10

1 15

Figure 7.31: Data vs. sum of backgrounds after applying second neural network,

for single tagged events (left), and for double tagged events (right).

Signal:Background Ratios

Pretagged =1 Tag =2 Tags

After Selection 1:829 1:75 1:28
After NN (cut = 0.5) — 1:32 1:11

Table 7.13: The ratio of the signal yield to the combined back-

ground yield for selected events.

7.5 Setting the Limit

We are setting the limit on our search not on our imagination.

Me

(Inspired by Bertrand Russell)
As is evident from the results of the previous chapter, we do not have a

clear signal above the background. In this situation the only thing we can do

approach [169] to calculate limits on the cross section for single top quark
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is to set an upper limit on the production cross-section. We use a Bayesian



production in the s-channel. The limits are derived from a likelihood func-
tion that is proportional to the probability to obtain the number of observed
counts. In the case of the neural network analysis, we use the one-dimensional
distributions of the final neural network output for single tagged analysis and
for double tagged analysis.

We assume that the probability to observe an event count D, given the
mean count is d (which is our expected total yield), is given by the Poisson

distribution:
exp(—d) d”
(D+1)

Here mean count d is a sum of the predicted contributions from the signal

P(D|d) = (7.3)

and N background sources (s = 1 to N) and can be written in terms of
the signal acceptance A, the integrated luminosity /, the mean count by for
background source s, and signal cross section o:
N N
d=Alo+ Y by=ac+ Y b, (7.4)
s=1 s=1
Here o is the quantity of interest, and a = Al is the effective luminosity for
the signal. For the s-channel the background b, includes the ¢-channel process.

The likelihood function L(D|d) is then,

L(D|d) = L(D|o)  P(D|d)

We use Bayes theorem to invert the likelihood function, and integrate over
the parameters a and b to obtain the posterior probability density for the

signal cross section:
1
P(o|D) = / / L(D|o, a, b)n (0, a,b) da db. (7.5)

Here N is an overall normalization that is obtained from the requirement

[P(c|D)do = 1; w(0,a,b) is the prior probability that contains any prior
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knowledge that we may have about the parameters o, a and b. We assume
that any prior knowledge of @ and b is independent of the cross section o, and

therefore factorize the prior probability as follows:
7(o,a,b) = m(a,b) w(0). (7.6)

Conventionally, we use a flat prior for o: 7(0) = 1/04s, Where g, is any
sufficiently high upper bound on the cross section. The posterior probability

density for the signal cross section is therefore:
1
P(o|D) = / / L(D|o, a, b)m(a, b) da db. (7.7)
A Bayesian upper limit oo at confidence level C'L is the solution of:
OCL
/ P(o|D) =CL. (7.8)
0

The prior 7(a, b) encodes our knowledge of the effective signal luminosities
and the background yields: we have estimates of the parameters and the asso-
ciated uncertainties from the different systematic effects discussed in Sec. 7.3.
In our case, since we consider distributions, we separate the uncertainties into
two classes: those that alter the overall normalization, such as the luminosity
measurement and Monte Carlo cross sections, and those that alter the shapes
of distributions, such as the trigger modeling, jet energy calibration, jet en-
ergy resolution, jet identification, and b—tag modeling. Note: for the Wb
and W37 Monte Carlo samples, since the overall yields are normalized to the
data before b-tagging, the total tagged yield estimates are affected by only
(i) an uncertainty from the normalization to data, and (ii) b tag modeling,
since this is applied after the normalization. Nevertheless, the effect on the
shapes of distributions from the uncertainty components that depend on event
kinematics are taken into account in each bin.

The final limits on the production cross sections of single top quarks are

given in Table 7?7, where the limits are calculated from the signal acceptances
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and background yields after selection and after using neural networks, with
and without systematics. Here expected limit is calculated by putting observed
number of events equal to the expected number of events. Here the final output
distributions of the second neural network are used as input distributions for

the limit calculations.

- 0'4: Expected limits with systematics F 0'7: Observed limits with systematics
o) E a F
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Figure 7.32: s-channel Bayesian posterior density distributions for
=1 tag (blue), =2 tags (black) and combined (red). Left: expected

densities; Right: measured densities.

195



Chapter 8

Conclusions

As I mentioned in the first chapter, theory and experiment, like two active
children, are trying to help one another in understanding the fascinating uni-
verse around us. This thesis is, however infinitesimal it may be, another step
forward in this direction.

As challenging as it is, the single top search is important. The predictions
of the Standard Model and the possibility of new physics in the top quark
sector make this search even more attractive and interesting.

The 95% CL upper limit on the s-channel production cross-section at the
Tevatron, in the e+jets channel, with 360 pb~! of data, is found to be 4.0
pb. This limit is far better than the previous CDF limit [110] of 13.6 pb.
Our previously published limit [101] on the s-channel was 6.4 pb, and is the
world’s best published limit so far. That limit was for 230 pb~! of data, with
e+jets and p+jets channels combined and one layer of neural networks with
two networks, tb—tt+1j and tb— Wbb. Extrapolating our published results to
360 pb~! of data, the limit comes out to be about 5.0 pb [170] (with e+jets and
p+jets channels combined). Comparison with this extrapolated limit gives us
an idea how much the second layer of neural network imparts to our limit of

4.0 pb ( which is in the e+jets channel alone). Of course, in order to get a

196



quantitative estimate, we will need to repeat the present analysis with a single
layer of neural networks, with two networks only.

As you can see from Fig. 2.19, with the limit presented here, we are ap-
proaching the region of sensitivity for some of the theoretical models of new
physics. Also, the signal:background ratio after applying neural networks (Ta-
ble 7.13), especially after requiring two tagged jets in the event, indicates that
our method is sophisticated enough to reduce the signal:background ratio to
about 1:10, and now it is just a matter of more statistics that we observe single
top. A brief study [171] estimated the amount of data needed for the 3 sigma
discovery of single top to be about 2 fb~!. This study was done for the pre-
vious neural network analysis with 230 pb~! of data. Based on this estimate
we can say that, with the present analysis, we might be able to observe single
top with less than 2 fb~! of data.

I have been working on this analysis for a few years now and still I feel
(like all the others working with me) that we have just started. We have faced
many difficulties, technnical issues and limitations ! during this search, some
of which we were able to solve or simplify and some are still waiting to be
solved. We have done a lot, we gave the world’s most stringent limit on the
single top production cross section but still there is a lot of work to be done,
there are a lots of collisions to be recorded, there are lots of analysis techniques
that exist and need to be looked at, there could be more techniques we might
discover soon..... . In short, the story has just begun. It may hold many

surprises and I hope it does.

le.g., trigger efficiency for Monte Carlo is about 80 — 90%, our b-tagging eficiency is less than 50%, and
we had to drop e+jets analysis for electrons in the End Cap region of the calorimeter because our electron
reconstruction in that region was not well enough understood to give reasonabale data vs. background

comparisons.
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Appendix A

Data vs Background Sum

The figures in this section show distributions of various basic variables for
initial samples before tagging, after tagging and cross-check data samples with
> 1 tag.

The cross-check samples are obtained by making the following cuts along

with the usual selection cuts before tagging:

For W+jets dominated sample:
Exactly 2 jets, HT JetlJet2 — Lepton — Met < 200 GeV.

For tf dominated sample:

Exactly 4 jets, HTAllJets > 250 GeV.

Each plot shows a summed histogram of all background contributions plus
the expected single top signal, and the signal data. The individual contri-
butions are (from the bottom up on each plot): misidentified-lepton multijet
events in brown, W-jets (including Z+jets and dibosons) in green, tt—l+jets
in red, ¢t—!l in pink, ¢-channel (¢gb) single top in light blue, and s-channel
(tb) single top in dark blue. The data are shown by black solid circles with
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black error bars.
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Appendix B

Variables

In this section discriminating variables used in the neural network analysis are

described.
Single-Object Kinematics

1. pr(jetl): Transverse momentum of the leading jet. The leading jet is the

jet with hieghest transverse energy.
2. pr(jet2): Transverse momentum of the second leading jet.
3. pr(tagl): Transverse momentum of the leading tagged jet.

4. pr(untagl): Transverse momentum of the leading untagged jet. This is

the leading jet that is not b-tagged.

5. pr(notbestl): Transverse momentum of the leading jet that is not the
best jet. The best jet is the one for which invariant mass of the system
of the W boson and the jet is closest to the top mass ( taken to be 175
GeV).

6. pr(MET): Transverse momentum of the the missing energy in the event.

Event Kinematics
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7. pr(jetl,jet2): Transverse momentum of the system of the leading two

jets, i.e., the four-vector sum of the leading two jets.

8. pr(alljets — tagl): Transverse momentum of the system of all jets ex-

cept the leading tagged jet.

9. pr(alljets — best): Transverse momentum of the system of all jets ex-

10.

11.

12.

13.

14.

15.

16.

17.

18.

cept the best jet.

Hy(alljets): Scalar sum of the transverse momenta of all jets in the

event.

Hr(alljets — tagl): Scalar sum of the transverse momenta of all jets

except the leading tagged jet.

Hy(alljets — best): Scalar sum of the transverse momenta of all jets

except the best jet.

Hr(alljets, lepton, MET): Scalar sum of the transverse momenta of all

jets, the lepton, and the MET.

Hr(jetl, jet2): Scalar sum of the transverse momenta of the leading and

second leading jets.

Hr(jetl, jet2,lepton, MET): Scalar sum of the transverse momenta of
the leading jet, second leading jet, lepton, and MET.

H (alljets): Scalar sum of the energy of all jets in the event.

H (alljets — tagl): Scalar sum of the energy of all jets except the leading
tagged jet.

H (alljets — best): Scalar sum of the energy of all jets except the best
jet.
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19.

20.

21.

22,

23.

24.

25.

26.

27.

28.

29.

30.

H (alljets, lepton, MET): Scalar sum of the energy of all jets, lepton,
and MET.

H (jet1, jet2): Scalar sum of the energy of the leading and second leading

jets.

H (jet1, jet2,lepton, MET): Scalar sum of the energy of the leading
jet, second leading jet, lepton, and MET.

Mz (jetl, jet2): Transverse mass (= \/(El + E3)?2 — (po,1 + P22)? — (Py1 + Dy2)?)

of the system of the leading two jets.

M (alljets): Invariant mass of the system of all jets, i.e., the four-vector

sum of all jets in the event.

M (alljets — tagl): Invariant mass of the system of all the jets except
the leading tagged jet.

M (alljets — best): Invariant mass of the system of all the jets except
the best jet.

M (alljets, lepton, MET): Invariant mass of the system of all jets, lep-
ton, and MET.

M (jet1, jet2): Invariant mass of the system of the leading and second
leading jets.

M (jet1, jet2, lepton, MET): Invariant mass of the system of the lead-
ing and second leading jets, lepton, and MET.

M (W, tagl): Invariant mass of the system of the W boson and the lead-
ing tagged jet (the reconstructed tagged top quark mass).

M (W, best): Invariant mass of the system of the W boson and the best

jet (the reconstructed best top quark mass).
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31.

32.

33.

34.

35.

36.

37.

38.

v/3: Invariant mass of the system of all objects in the event, \/ ZE)?-(

where the sums go over the objects in the event.

Aplanarity: a variable used to describe the momentum flow of jets in
the event. It is based on the smallest of the three eigenvalues of the

momentum tensor Mg, of the jets in the event. Planar events would

have: Q1 =@, =0and Q3 =1. A=3Q,

Sphericity: a variable used to describe the momentum flow of jets in
the event. It is based on the smaller two eigenvalues of the momentum

tensor M, of the jets in the event. Spherical events would have (), =

Q2 =Q3 = % S= %(Q1+Q2)
Angular Variables

AR(jetl, jet2): Angular separation in 7, ¢ between the leading two jets.

Q(lepton) X n(untagl): Pseudorapidity of the leading untagged jet,
multiplied by the charge of the lepton. In the t-channel, the final state
d quark produced with the top quark tends to go along the incoming pro-
ton direction. Similarly, the d quark produced with the anti-top quark
goes along the anti-proton direction. We take this CP symmetry into ac-
count through multiplying the n distribution by the charge of the lepton,
which reflects the charge of the top quark.

cos(jet1, lepton),,: Cosine of the angle between the leading jet and the

lepton in the laboratory rest frame.

cos(jet2, lepton);a,: Cosine of the angle between the second leading jet

and the lepton in the laboratory rest frame.

cos(tagl, lepton);,p: Cosine of the angle between the leading tagged jet

and the lepton in the laboratory rest frame.
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39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

cos(best, lepton);,,: Cosine of the angle between the best jet and the

lepton in the laboratory rest frame.

cos(jetl, alljets)anjets: Cosine of the angle between the leading jet and

the alljets system in the alljets reference frame.

cos(jet2, alljets)anjets: Cosine of the angle between the second leading

jet and the alljets system in the alljets reference frame.

cos(tagl, alljets)anjets: Cosine of the angle between the leading tagged

jet and the alljets system in the alljets rest frame.

cos(untagl, alljets).pjets: Cosine of the angle between the leading un-

tagged jet and the alljets system in the alljets reference frame.

cos(notbest, alljets)anjets: Cosine of the angle between the leading non-

best jet and the alljets system in the alljets reference frame.

cos(jetl, lepton);agitop: Cosine of the angle between the leading jet and
the lepton in the rest frame of the top quark reconstructed with the

leading tagged jet.

cos(jet2, lepton),agitop: Cosine of the angle between the second leading
jet and the lepton in the rest frame of the top quark reconstructed with

the leading tagged jet.

cos(tagl, lepton)iagitop: Cosine of the angle between the leading tagged
jet and the lepton in the rest frame of the top quark reconstructed with

the leading tagged jet.

cos(untagl, lepton)iagitop: Cosine of the angle between the leading un-
tagged jet and the lepton in the rest frame of the top quark reconstructed
with the leading tagged jet.
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49. cos(best, lepton)pesttop: Cosine of the angle between the best jet and
the lepton in the rest frame of the top quark reconstructed with the best
jet.

50. cos(lepton, Q(lepton) X z)pesttop: Cosine of the angle between the lep-
ton and the z-axis, in the rest frame of the top quark reconstructed with

the best jet.

51. cos(notbest, lepton)pesttop: Cosine of the angle between the leading
non-best jet and the lepton in the rest frame of the top quark recon-

structed with the best jet.
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